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 Abstract— Traditional (pixel-by-pixel) classification techniques are time-consuming, 

whereas semantic segmentation in machine learning requires assigning class labels to each 

pixel in an image. This study proposes a block-by-block (5x5 chunks) segmentation method 

for semantic segmentation, which involves image dissection, feature extraction, and model 

training based on specific color and textural properties. Thirty cat photos from the Oxford-

IIIT Pet dataset were used for evaluation. Five different Artificial Neural Network (ANN) 

models, including LM, BGFGS, RP, SCG, and GDX, were trained and assessed for both 

pixel-based and block-based methods. The accuracy of the block-based classification ranges 

from 82.94% to 85.83%, surpassing the pixel-based approach, which ranges from 70.82% 

to 76.47%. The processing time for the models also improved with the block-based method. 

For the pixel-based approach, RP model takes the longest processing time i.e., 242.39 

seconds, while GDX model takes the shortest processing time i.e., 49.89 seconds. For the 

block-based approach, LM model takes the longest processing time i.e., 13.86 seconds, 

while GDX still has the shortest processing time i.e., 5.98 seconds. Therefore, block-based 

methods can be seen as more efficient and accurate for classification models. The LM model 

achieved the highest accuracy on test images, ranging from 94.72% to 89.81%, while the 

GDX model had the lowest accuracy, ranging from 92.96% to 81.15%. The remaining 

models, RP, SCG, and BFG, have intermediate levels of accuracy. 
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I. INTRODUCTION 
Pixel-based categorization is widely used in digital imaging 

applications, such as land cover mapping and vegetation 

studies [1]. By assigning pixel-level labels to objects and 

regions within an image, these techniques enable machines to 

comprehend the complex visual world, making them 

invaluable in areas such as autonomous driving, medical 

image analysis, and object recognition. However, they face 

several formidable challenges, including the need for large 

and diverse annotated datasets, high computational demands, 

and real-time processing constraints. Additionally, handling 

occlusions, fine-grained object distinctions, and coping with 

variations in lighting and viewpoint remain persistent 

challenges. Addressing these hurdles is essential for the 

continued advancement and widespread adoption of semantic 

segmentation methods in various domains. Artificial Neural 

Networks (ANNs) have proven effective for pixel-based 
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classification, including segmenting animals like cats from 

their backgrounds [2], [3]. Advances in Machine Learning 

and deep learning techniques have enabled significant 

progress in image labeling, object recognition, and scene 

categorization [4-6]. However, accurately segmenting 

animals remains challenging due to variations in breeds and 

sizes. This study evaluates the performance of different ANN 

training functions for cat object segmentation, emphasizing 

the importance of selecting the right training function for 

optimal results. Despite existing challenges [7-9], ongoing 

research aims to develop more accurate and efficient 

segmentation methods using machine learning and deep 

learning [10]. Traditional pixel-based classification methods 

relying on complex manual features struggle with diverse 

image characteristics [11], [12]. ANNs, particularly DNNs, 

CNNs, and RNNs, have shown promise in enhancing image 

segmentation precision and robustness [1], [13]. However, 

challenges like hyperparameter selection, overfitting, and 

underfitting need further attention [14]. ANNs for pixel-

based classification and image segmentation are active 

research areas with transformative potential across domains 

[15], [16]. The proposed study evaluates various ANN 

training functions for cat object segmentation, introducing a 

block-based approach to address the time-consuming nature 

of pixel-by-pixel classification while maintaining accuracy. 

Comparative analysis between pixel-by-pixel processing and 

the block-based method demonstrates the superiority of the 

block-by-block strategy. The study investigates different 

ANN training functions and feature extraction techniques, 

contributing to improved cat object segmentation. The 

objectives of this proposed study is to find a better way to 

classify images using artificial neural networks to surpass the 

accuracy and efficiency of the prior studies. Following are 

the objectives of the study: 

1. To propose state of the art architecture for the image 

classification model that incorporates block-based 

segmentation techniques to reduce processing time and 

improve efficiency.  

2. To input and pre-process the data i.e., loading input 

images, dividing image into fixed size blocks, inputting 

the blocks of pixels into the proposed architecture. 

3. To extract different features such as contrast, 

correlation, energy, homogeneity, hue variation, 

saturation variation, and value variation of HSV images 

etc. for each block within the block-based segmentation 

framework. These features will be used as input for the 

classification. 

4. To train artificial neural network classification models 

using different sets of layers i.e., input, hidden and 

output layers. 

5. To compare the performance of various 

backpropagation algorithms such as Levenberg-

Marquardt, BFGS Quasi-Newton, Resilient 

Backpropagation, Scaled Conjugate Gradient, and 

Variable Learning Rate Backpropagation. 

6. To visualize the results and analyze the performance of 

the training model using classification accuracy of 

trained models, ROC (Receiver operating 

characteristic) curves, and confusion matrices. 

7. To evaluate the trained models performance for test data 

through classification accuracy metrics, predicted 

images and confusion matrices, for predicting three test 

images considering the block-based segmentation 

technique. 

The proposed study aims to evaluate the effectiveness of 

various ANN training functions for separating cat objects 

from backgrounds. Five training functions will be 

compared using a dataset of cat images. MatLab software, 

along with Image Processing and Neural Network 

Toolboxes, will be used for preprocessing, feature 

extraction, model training, and testing [17], [18]. 

Evaluation criteria such as precision, recall, and F1 scores 

will be employed to assess the performance of the ANN 

classification models [19]. The study has limitations 

including the dependence on image quality and resolution 

for block-based segmentation accuracy, potential impact 

of dataset size and diversity on model performance 

measures, focus on cat objects rather than other animal 

species, and potential constraints on resources for 

conducting experiments. 

The related work in this study focuses on semantic 

segmentation, its significance, characteristics, challenges, 

and applications. Semantic segmentation involves 

classifying individual pixels in an image into distinct 

categories [20-24]. Advancements in artificial neural 

networks, particularly convolutional neural networks 

(CNNs), have improved the performance of semantic 

segmentation tasks [25]. Several studies and benchmarks 

have addressed the complexities of region segmentation 

and class imbalance [26], [27]. Accurate segmentation 

requires considering the image context, selecting robust 

features, and balancing speed and precision [24], [28-30]. 

Semantic segmentation has diverse applications, including 

object removal, scene interpretation, medical image 

analysis, and object detection [31]. Combining semantic 

segmentation with neural network classification and multi-

modal data fusion shows promise for improving 

segmentation performance [32]. Artificial neural networks 

(ANNs) have been widely used in previous studies for 

tasks like object detection and image classification [2], 

[33]. Various factors affect the performance of an ANN 

model, such as training data, network architecture, 

activation functions, and hyperparameters. Evaluation of 

ANN models for pixel-based categorization involves 

metrics like accuracy, precision, recall, and F1 score, as 

well as class-specific metrics and confusion matrices [31]. 

Different ANN models have been explored in various 

classification tasks, including data categorization, 

phishing detection, rig state classification, thermal image 

flaw detection, music classification, plantar pressure 

image categorization, and medical image classification 

[31], [34-38]. Fully connected neural networks, 
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convolutional neural networks (CNNs), and conditional 

generative adversarial networks (cGANs) are commonly 

used ANN models [39-41]. CNNs, with their efficient 

feature extraction capabilities, are particularly popular for 

image classification and object detection. Semantic 

segmentation, which involves classifying individual pixels 

into distinct object classes, is an important component of 

computer vision tasks, and ANNs have shown promising 

results in this area [41]. 

The proposed study consists of well-organized research 

presented in four sections. Section 1 introduces the 

purpose and objectives of the research and also provides 

the theoretical background and literature review. Section 2 

explains the methodology used for data collection and 

analysis. Section 3 presents the research findings, and 

discusses and interprets the results. Section 4 summarizes 

the main conclusions and suggests areas for future 

research. The study follows a logical sequence and 

concludes with a list of references. 

 

II. METHODS 
The study aims to compare the performance of ANN 

models for pixel-based and block-based classification 

tasks using the methodology shown in Fig. 1. A dataset 

with original images and ground truth labels was collected 

and split into training and validation sets as shown in Fig. 

1. The trained models were evaluated using a separate test 

dataset. Obtaining ground truth images with pixel labels 

can be time-consuming, so the dataset was carefully 

prepared to include original images and corresponding 

ground truths. The models were trained and fine-tuned 

using the training and validation sets [42], [43], and then 

tested on unknown images using a separate test dataset. 

The high-level structure of our proposed model is shown 

in Fig. 1, which highlights the various stages involved in 

the training, validation, and testing of the model. By 

following this approach, we aimed to develop high-

performance semantic segmentation models that can 

accurately identify and categorize multiple objects in an 

image, even if they span multiple regions at the pixel level. 

Fig. 1 illustrates the proposed methodology for 

transforming images used for training and validation into 

5x5 pixel blocks and extracting 16 different texture and 

color-based features from each block segment. The 

extracted features are compiled as a feature vector along 

with the corresponding class label for each block. Five 

different training functions are used to train different ANN 

models using features extracted from the labeled image 

blocks. The input layer of the ANN architecture receives 

the features of the pixel blocks, and the hidden layer of the 

ANN architecture computes and processes the features to 

deliver the output at the output layer of the ANN 

architecture. In the next phase, we applied unknown test 

images to the previously trained ANN classifiers i.e., LM, 

RP, SCG, BFG, and GDX. We evaluated these classifiers 

and analyzed the results obtained from them to measure 

their performance in pixel-based classification. 

 

FIG. 1. TOP-LEVEL ARCHITECTURE OF THE SYSTEM 
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Data Visualization 
The proposed study utilized the Oxford-IIIT Pet dataset for 

cat segmentation [44]. Thirty cat images were selected and 

divided into 5x5 blocks. Despite the dataset's large size 

(around 800 MB), the project's objective was to perform cat 

segmentation and isolate the cat from the background. From 

each block, 16 features were extracted to create a Feature 

Vector using MatLab. ANN models were trained using this 

Feature Vector to isolate the cat from the background. The 

dataset's original purpose was breed identification, but the 

study focused on cat segmentation. Fig. 2 shows the images 

(left) and corresponding ground truth data (right). 

  

 
FIG. 2. CAT IMAGES SAMPLES AND GROUND TRUTH IMAGES FROM THE DATASET

The dataset used in this study [44] contained original images 

and corresponding ground truth images for cat object 

classification. A subset of 30 cat images was selected, and the 

ground truth images had three classes i.e., cat, border, and 

background. The cat boundary class was merged with the cat 

object class to simplify the dataset into two classes. The 

simplified dataset was used for training and testing the ANN 

models in cat image segmentation. Fig. 3 illustrates the 

original and merged ground truth images. Fig. 3 (left) shows 

the original ground truth image with the three classes, while 

Fig. 3 (middle) displays the image after merging the cat 

boundary and cat object classes, resulting in two consolidated 

classes. The dataset of 30 cat images was selected and colored 

ground truth images were generated for the proposed study. 

The cat object and its boundary classes were merged into one 

class, while the background was marked separately. The 

resulting ground truth images were displayed with the cat 

object in blue and the background in red, as shown in Fig. 3 

(right). MatLab software was utilized for image processing. 

 

   

FIG. 3. (LEFT) CAT IMAGE WITH 3 CLASSES, (MIDDLE) CAT IMAGE WITH 2 CLASSES, (RIGHT) GROUND TRUTH IMAGE.

Feature Extraction from the Preprocessed Image
The training images were divided into 5x5 blocks, and 16 

color and textural features were extracted from each block. 

These features included statistical measures such as mean and 

standard deviation for RGB channels, as well as hue, 

saturation, brightness, contrast, correlation, energy, and 

homogeneity. The extracted features were used to create 

feature vectors for each block, along with class labels 

indicating cat objects or backgrounds. These feature vectors 

and labels were utilized to train the Artificial Neural Network 

(ANN) models. This training process enabled the models to 

learn the relationships between features and class labels, 

enabling accurate predictions during segmentation. The 

following are 16 image processing attributes that are used in 

this study to acquire the important distinctive features of the 

image and their detailed descriptions are beyond the scope of 

this study: Contrast, Correlation, Energy, Homogeneity, Hue 

Variation, Saturation Variation, Intensity Value Variation, 

Hue Standard Deviation, Saturation Standard Deviation, 

Value (Intensity) Standard Deviation, Hue Mean, Saturation 

Mean, Value (Intensity) Mean, Hue Skewness, Saturation 

Skewness, and Value (Intensity) Skewness. 
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ANN Models 
Artificial Neural Network (ANN) classification is a machine 

learning technique that categorizes data into predefined 

classes. ANNs consist of interconnected neurons organized 

into layers, processing input data through weighted sums and 

activation functions. During training, the network's weights 

and biases are adjusted using optimization algorithms like 

stochastic gradient descent [45]. Trained ANNs can classify 

new data by inputting it into the network. While ANNs are 

powerful for complex datasets [46], they require sufficient 

training data and can be computationally intensive. 

Interpreting their inner workings can also be challenging. 

ANN classification is widely used in image classification 

applications [7]. 

Levenberg-Marquardt Back Propagation (LM-Model) 

The Levenberg-Marquardt (LM) algorithm is a widely 

used training function for Artificial Neural Networks (ANNs) 

that improves convergence speed and stability by combining 

gradient descent with a trust-region approach [47]. It 

effectively handles highly nonlinear relationships between 

input and output variables by adapting the step size based on 

the error surface curvature. The LM algorithm finds 

applications in regression and classification tasks, including 

image recognition, financial forecasting, and medical 

diagnosis [48]. It is integrated into popular ANN software 

packages such as MatLab's Neural Network Toolbox and the 

open-source library Keras [49]. The algorithm aims to 

minimize the cost function J(w), which measures the 

discrepancy between predicted output y and actual output t 

for a given input x, by adjusting the ANN weights w give in 

equation (1). 

𝑤(𝑘 + 1) =  𝑤(𝑘) − [𝐽′ (𝑤(𝑘))′ 𝐽′ (𝑤(𝑘)) + 𝜇𝐼]^(−1) 𝐽′ (𝑤(𝑘))′  () 

In the LM algorithm’s equation (1) represents the weight 

vector at iteration k as w(k), and the damping parameter 

balancing gradient descent and trust-region approaches is 

represented as μ. The Jacobian matrix of the cost function 

with respect to the weights is denoted as J'(w), and I 

represents the identity matrix. The LM algorithm typically 

achieves superior performance compared to standard 

backpropagation algorithms like gradient descent and 

conjugate gradient when dealing with highly nonlinear 

relationships between input and output variables [50]. 

However, it should be noted that the LM algorithm may 

require additional computational resources due to the 

computation and inversion of the Jacobian matrix. 

Broyden Fletcher Goldfarb Shanno (BGFGS- Model) 

The BFGS (Broyden-Fletcher-Goldfarb-Shanno) 

algorithm is a widely used optimization method for training 

artificial neural networks [51]. It iteratively updates the 

estimate of the inverse Hessian matrix by utilizing gradient 

information, improving the convergence to the optimal 

solution [52]. The BFGS algorithm is an improvement over 

the original quasi-Newton method, incorporating a rank-two 

correction formula to enhance the Hessian approximation. 

The update rule for the BFGS algorithm is given by equation 

(2). 

𝐻_𝑘 + 1 =  𝐻_𝑘 +  [(𝑦_𝑘 ∗  𝑦_𝑘′) / (𝑦_𝑘′ ∗  𝑠_𝑘)]  −
 [(𝐻_𝑘 ∗  𝑠_𝑘 ∗  𝑠_𝑘′ ∗  𝐻_𝑘) / (𝑠_𝑘′ ∗  𝐻_𝑘 ∗
 𝑠_𝑘)]                                                                               () 

In equation (2), H_k represents the inverse Hessian 

approximation at iteration k, y_k represents the difference 

between the gradients at iterations k+1 and k, s_k represents 

the difference between the parameters at iterations k+1 and 

k, and g(x_k) is the gradient of the objective function at 

iteration k. The BFGS algorithm is effective for training 

artificial neural networks [53], especially for small to 

medium-sized networks, and it has faster convergence 

compared to other optimization methods like conjugate 

gradient descent and Levenberg-Marquardt. In MatLab, the 

BFGS algorithm is implemented as the 'trainbfg' function in 

the Neural Network Toolbox. 

Resilient Back Propagation (RP-Model) 

Resilient Backpropagation (RPROP) is a popular training 

algorithm for feed forward Artificial Neural Networks 

(ANN) that is efficient, robust, and parameter-free. It adjusts 

the weight update step size using only the signs of the 

gradients, making it suitable for sparse, noisy, and large-scale 

optimization problems. Proposed by [54], RPROP has been 

widely used in pattern recognition, image processing, and 

natural language processing. Equation (3) defines the weight 

update rule used by the algorithm. 

𝛥𝑤_𝑖𝑗(𝑛)  =  −𝜂(𝑛) ∗  𝑠𝑖𝑔𝑛(𝜕𝐸/𝜕𝑤_𝑖𝑗)                        () 

Equation (3) defines the weight update (Δw_ij(n)) between 

neurons i and j in iteration n. RPROP adjusts the step size 

(η(n)) based on gradient signs: increasing by a small factor if 

the sign remains the same, and decreasing by a larger factor 

if the sign changes. This adaptive approach ensures fast 

convergence and avoids local minima. RPROP is a robust and 

efficient algorithm that does not require manual parameter 

tuning, making it suitable for various problems [55]. 

However, for highly nonlinear and complex problems, 

alternatives like the Levenberg-Marquardt algorithm may be 

more suitable, as RPROP may not always reach the global 

optimum. 

Scaled Conjugate Gradient Back Propagation (SCG-

Model) 

The Scaled Conjugate Gradient (SCG) algorithm, 

introduced by [56], is a fast and efficient optimization method 

commonly used in neural network training. It is particularly 

effective for networks with numerous parameters, as it 

achieves rapid convergence while minimizing memory and 

computation requirements. SCG involves scaling the gradient 
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using a diagonal matrix D, which is updated iteratively. The 

weight update is obtained by minimizing a quadratic 

approximation of the error function using the scaled gradient 

and search direction. Equation (4) provides the weight update 

equation for SCG. 

𝛥𝑤 =  −𝜂𝑔 / (𝐷 +  𝜆𝐼) ∗ 𝑔_𝑝𝑟𝑒𝑣                                 () 

In equation (4), the Δw is the weight update vector, η is the 

learning rate, g is the gradient vector, D is the diagonal matrix 

of scaling factors, λ is a damping factor, I is the identity 

matrix, and g_prev is the previous gradient vector. The SCG 

algorithm has been implemented in several software 

packages for training neural networks, including the Neural 

Network Toolbox in MatLab and the open-source library 

PyBrain in Python. 

Variable Learning Rate Back Propagation (GDX-

Model) 

The traingdx function is a popular training algorithm in 

Artificial Neural Networks (ANNs) for backpropagation-

based learning, available in the MatLab neural network 

toolbox [57]. It employs the gradient descent with 

momentum algorithm, based on the Levenberg-Marquardt 

method, leading to faster convergence compared to other 

gradient-based training algorithms. By computing the 

gradient of the error function with respect to each weight and 

bias, traingdx updates them in the direction of steepest 

descent. To avoid local minima, the algorithm includes a 

momentum term. Additional features like adaptive learning 

rate adjustment, weight and bias regularization, and 

automatic input data scaling contribute to enhanced 

convergence speed and network accuracy. Equation (5) 

provides the update rule for the weights and biases in 

traingdx. 

𝑤(𝑡 + 1)  =  𝑤(𝑡)  −  𝑑𝑒𝑙𝑡𝑎_𝑤(𝑡) 𝑏(𝑡 + 1)  =  𝑏(𝑡)  −
 𝑑𝑒𝑙𝑡𝑎_𝑏(𝑡)                                                                      () 

In equation (5), w is the weight matrix, b is the bias vector, t 

is the iteration number, and delta_w and delta_b are the 

weight and bias update terms calculated using the gradient 

and momentum information. 

 

III. RESULTS AND DISCUSSION 
In the results section, we will analyze and present the 

outcomes of training and testing various models. We will 

provide data visualizations, training procedures, ROC curves, 

confusion matrices, and accuracy scores for the classification 

of cat and background images using the training dataset. 

Additionally, we will evaluate the models' performance on 

unseen data by generating ROC curves, confusion matrices, 

and accuracy scores using the testing dataset. 

Training Model Evaluation  

To evaluate model performance and determine the best 

strategy, this study employed five training algorithms (LM, 

BFG, SCG, RP, and GDX) implemented using MatLab 

functions. The models were evaluated on the training dataset 

using metrics such as accuracy, ROC and Confusion 

Matrices. Accuracy measures the percentage of correctly 

classified instances, ROC plot and Confusion matrices show 

class level results. By comparing the results, the most 

effective approach can be determined for accurate predictions 

in future scenarios. 

Accuracies of Models on the Training dataset 

Table 1 presents the accuracy and processing time of five 

classification models, namely trainlm, trainrp, trainscg, 

trainbfg, and traingdx, on the training dataset. Accuracy 

represents the ratio of correctly classified instances to the total 

number of instances, while processing time indicates the 

duration in seconds required by each model to train on the 

dataset. 

TABLE 1. ACCURACIES AND PROCESSING TIME OF 

CLASSIFICATION MODELS FOR TRAINING 

DATASET 

Classification Model Accuracy 

(%) 

Time 

(Sec) 

Levenberg-Marquardt Back Propagation (trainlm) 85.83 13.87 

Resilient Back Propagation (trainrp) 82.94 8.04 

Scaled Conjugate Gradient Back Propagation 
(trainscg) 

83.74 8.12 

Broyden Fletcher Goldfarb Shanno (trainbfg) 84.36 8.85 

Variable Learning Rate Back Propagation 

(traingdx) 
76.00 5.98 

The trainlm algorithm attained the highest accuracy with 

85.83%, followed by trainbfg, trainscg, and trainrp with 

84.36%, 83.74%, and 82.93% accuracy, respectively. The 

lowest accuracy obtained by the traingdx algorithm was 

76.00%. The longest processing time was 13.87 seconds for 

trainlm, followed by 8.85 seconds for trainbfg, 8.12 seconds 

and 8.04 seconds for trainscg and trainrp, respectively, and 

5.98 seconds for traingdx. Among the models evaluated on 

the training dataset, the trainlm algorithm is the most accurate 

but also the slowest, while the traingdx algorithm is the 

quickest but least accurate. 

Accuracy and Time Comparison of Pixel based 

Segmentation and Block based Segmentation Approach 

The study compares pixel-by-pixel classification and a 

proposed block-based method for cat image classification. 

Using the same dataset, the results indicate that block-based 

segmentation outperforms pixel-by-pixel processing in terms 

of classification accuracy across all five training functions 

used for ANN training. Additionally, the processing time for 

pixel-by-pixel classification is significantly longer compared 

to block-based segmentation, as shown in Table 2, which 

compares accuracy and time values for both methods. 
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TABLE 2. COMPARISON OF ACCURACY AND 

PROCESSING TIME FOR PIXEL-BASED AND BLOCK-

BASED METHODS 

Classification 

Model 

Pixel 

Based 

Accuracy 

(%) 

Block 

Based 

Accuracy 

(%) 

Pixel 

Based 

Time (Sec) 

Block 

Based 

Time (Sec) 

trainlm 76.47 85.83 89.96 13.87 

trainrp 75.67 82.94 242.39 8.04 

trainscg 74.71 83.74 126.59 8.12 

trainbfg 75.44 84.36 198.28 8.85 

traingdx 70.82 76.00 49.89 5.98 

Table 2 compares the accuracy and processing time of pixel-

based and block-based methods for classification models. 

Five models i.e., trainlm, trainrp, trainscg, trainbfg, and 

traingdx are evaluated in both approaches. Pixel-based 

accuracy ranges from 70.82% to 76.47%, while block-based 

accuracy ranges from 82.94% to 85.83%. All models 

demonstrate improved accuracy in the block-based approach. 

Processing time is also presented in the table. For the pixel-

based approach, trainlm has the longest processing time 

(89.96 seconds), while traingdx is the fastest (49.89 seconds). 

In the block-based approach, trainrp has the longest 

processing time (242.39 seconds), and traingdx remains the 

quickest (5.98 seconds). Therefore, block-based methods are 

more efficient and accurate for classification models. 

Evaluation of Models for Testing Dataset 
The study introduced a block-based segmentation method 

and trained five models with different training functions. 

These models are capable of separating the cat object from 

the background in any unknown cat image. Performance 

evaluation and comparison were conducted using three 

sample test images, as shown in Fig. 5 at top position. Ground 

truth images, displayed in Fig. 4 at the bottom, were used to 

visually assess the segmentation performance by comparing 

them with the predicted images generated by the trained 

models. The accuracy and effectiveness of the segmentation 

method were evaluated based on this comparison.

 

 

FIG. 4. TESTING IMAGES (TOP) AND GROUND TRUTH IMAGES (BOTTOM) 

Table 3 presents the accuracy of different classification 

models on three test images. Five training functions were 

used to train the models, and their accuracy was evaluated 

based on the test images. The table shows the accuracy 

percentages for each model and test image. The trainlm 

model achieves the highest accuracy across all three test 

images, with percentages of 94.71%, 84.92%, and 89.81% for 

Test Images 1, 2, and 3, respectively. The traingdx model has 

the lowest accuracy, with percentages of 92.96%, 66.90%, 

and 81.14% for Test Image 1, Test Image 2, and Test Image 

3, respectively. The remaining models (trainrp, trainscg, and 

trainbfg) demonstrate intermediate levels of accuracy, as 

shown in Table 3. 

TABLE 3. ACCURACY COMPARISON OF MODELS 

FOR PREDICTION OF TEST IMAGES 

 

Classifier Type 

Test Image 1 

Accuracy (%) 

Test Image 2 

Accuracy (%) 

Test Image 3 

Accuracy (%) 

Trainlm 94.72 84.92 89.81 

Trainrp 94.63 77.48 86.17 

Trainscg 94.30 81.28 87.38 

Trainbfg 94.70 84.80 87.79 

Traingdx 92.96 66.90 81.14 

Accuracy Metrics of LM Classifier to Predict Test Image 

1 

The ROC curve of the LM classifier shown in Fig. 5, 

concludes that the classifier performs well for both the 

background and cat classes. The AUC (Area under curve) is 

high, indicating high accuracy of the classifier. The 
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background class is predicted correctly 17277 times and 

misclassified as cat 434 times. The cat class is predicted 

correctly 13316 times and misclassified as background 1273 

times. The overall accuracy of the LM classifier is 94.7%. 

 

 

FIG. 5. CONFUSION MATRIX AND ROC CURVE OF LM CLASSIFIER FOR PREDICTION OF IMAGE 1 

Accuracy Metrics of LM Classifier to Predict Test Image2 

The performance of the LM classifier was evaluated using 

test image 2 as input. Fig. 6 displays the accuracy metrics, 

including the confusion matrix and ROC curve. The AUC 

values for both classes 1 and 2 indicate high accuracy. The 

roc curve for class 1 background closely resembles the ideal 

curve, while the roc curve for class 2 cat has a breakpoint at 

0.8 TPR. In the LM classifier, class 1 was predicted correctly 

41639 times but misclassified as class 2 422 times. Similarly, 

class 2 was predicted correctly 73003 times but misclassified 

as class 1 19936 times. 

 

FIG. 6. CONFUSION MATRIX AND ROC CURVE OF LM CLASSIFIER FOR PREDICTION OF IMAGE 2 

Accuracy metrics of LM classifier to Predict Test Image 

3 

Fig. 7 displays the confusion matrix and ROC curve of 

the LM classifier when it was fed with test image 3 to the 

ANN classifier. The LM classifier achieves higher levels of 

accuracy as the Area under the curve increases. The 

confusion matrix reveals that the background, i.e., class 1, is 

predicted correctly as class 1, i.e., 97074 times, and as class 

2, i.e., cat, 3231 times. The Cat, representing class 2, is 

incorrectly predicted as background 18701 times and 

correctly as cat 68994 times. The overall precision of this 

classifier is 88.3%. 
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FIG. 7. CONFUSION MATRIX AND ROC CURVE OF LM CLASSIFIER FOR PREDICTION OF IMAGE 3 

Visual Comparison of Results of Test Image 1 
Fig. 8 presents the predicted images of all the classifiers on 

Test image 1, where the top left image represents the actual 

ground truth image, while the top middle, top right, bottom 

left, bottom middle, and bottom right images represent the 

predicted images after testing the trained models for BFG, 

GDX, LM, RP, and SCG, respectively. The predicted images 

clearly indicate that the LM model provides the most similar 

predicted image to the actual ground truth image after the 

classification. This observation is consistent with the 

classification accuracy values presented in Table 3, where the 

LM model achieves the highest classification accuracy of 

94.72% for Test image 1. 

 

FIG. 8. (TOP LEFT) GT, (TOP MIDDLE) BFG, (TOP RIGHT) GDX, (BOTTOM LEFT) LM, (BOTTOM MIDDLE) RP, (BOTTOM RIGHT) SCG.

Visual Comparison of Results of Test Image 2 
Fig. 9 displays the predicted images of all classifiers on Test 

image 2. The actual ground truth image is shown in the top 

left, while the top middle, top right, bottom left, bottom 

middle, and bottom right show the predicted images after 

testing the trained models for BFG, GDX, LM, RP, and SCG, 

respectively. It is clear from the predicted images that the LM 

model provides the most similar predicted image to the actual 

ground truth image after classification. This is consistent with 

the classification accuracy values presented in Table 3, where 

the LM model achieves the highest classification accuracy of 

84.92% for Test image 2. 
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FIG. 9. (TOP LEFT) GT, (TOP MIDDLE) BFG, (TOP RIGHT) GDX, (BOTTOM LEFT) LM, (BOTTOM MIDDLE) RP, (BOTTOM RIGHT) SCG.

Visual Comparison of Results of Test Image 3 
In Fig. 10, the predicted images of all classifiers on Test 

image 3 are presented. The top left image is the actual ground 

truth image, while the top middle, top right, bottom left, 

bottom middle, and bottom right images are the predicted 

images after testing the trained models for BFG, GDX, LM, 

RP, and SCG, respectively. It is evident from the predicted 

images that the LM model produces the most similar 

predicted image to the actual ground truth image after the 

classification. This also confirms the classification accuracy 

values presented in Table 3, where the LM model achieves 

the highest classification accuracy of 89.80% for Test image 

3. 

 

FIG. 10. (TOP LEFT) GT, (TOP MIDDLE) BFG, (TOP RIGHT) GDX, (BOTTOM LEFT) LM, (BOTTOM MIDDLE) RP, (BOTTOM RIGHT) SCG.

Comparison of Classifier Performance for Test 

Image Prediction 
The accuracy comparison of all the tested classifiers for the 

prediction of test images is presented in Fig. 11. It is evident 

from the Fig. 11 that the trainlm classifier outperformed all 

other classifiers with a significant margin for all three test 

images. On the other hand, traingdx was the least effective 

classifier among all the tested classifiers. 
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FIG. 11. ACCURACY COMPARISON OF ALL CLASSIFIERS FOR THE THREE TEST IMAGES.

 

Conclusion 

This study is concluded based on the achieved objectives. 

The results demonstrate that accuracy percentages have 

improved by transitioning from pixel-based to block-based 

segmentation. The block-based method also proves to be less 

time-consuming where traingdx is the fastest (49.89 seconds) 

in Pixels-based method while traingdx remains the quickest 

(5.98 seconds) for block-based. The block-based 

segmentation method shows potential for training accurate 

classifiers to distinguish cat objects from their image 

backgrounds. Visual comparisons of test images further 

support this conclusion, indicating the similarity between 

predicted and ground truth images after classification. A 

comparison between pixel-by-pixel and block-based 

neuromas ANN models reveals that the 5x5 block-based 

approach is more efficient than the pixel-based one. It is 

important to note that among the evaluated models, the most 

accurate algorithm may also be the slowest, while the 

quickest algorithm may be the least accurate, suggesting the 

absence of an optimal classifier in terms of both accuracy and 

time. 

The proposed study offers several recommendations for 

future research. Based on the findings future research can 

focus on improving the efficiency of image segmentation 

tasks using ANN models. This can be achieved by exploring 

hybrid neural network models that combine the strengths of 

different ANN architectures, such as convolutional neural 

networks (CNNs) and recurrent neural networks (RNNs). 

Investigating transfer learning techniques for image 

classification tasks is a prospective area of future research. 

Transfer learning, which involves pre-training an ANN 

model on a large dataset and fine-tuning it for a specific task, 

has shown promise in reducing the amount of training data 

required and improving the accuracy of ANN models in 

image segmentation tasks. Developing more efficient and 

automated hyperparameter optimization techniques for ANN 

models is worth exploring. Hyperparameter optimization is a 

crucial step in designing ANN models, but it can be time-

consuming and requires manual tuning. Future research can 

examine the applicability of image segmentation techniques 

in various fields, such as medical imaging, robotics, and 

autonomous driving. Precise and efficient object 

segmentation is essential in these domains for decision-

making and navigation purposes. 
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 الملخص 

وقتاً طويلاً في    )بكسل على حدا  كل(تستغرق تقنيات التصنيف التقليدية         

الحقائق   تتحديد  تتطلب  الآلي  التعلم  في  الدلالية  التجزئة  أن  حين  في  التنفيذ، 

الدراسة طريقة   تقترح هذه  الصورة.  بكسلات  في  فئة  لكل  التجزئة  الأرضية 

ثم يتم  الكتلة،  ( تسمى  5x5الى أجزاء أصغر )تجزئة الصورة    من خلال الدلالية  

على تلك الميزات  تدريب النموذج استخراج الميزات أو الخصائص الرئيسية و

 القوام لتلك الكتل. استخدمت هذه الدراسة قاعدة وخصائص الالوان  باستخدام  

للقطط  وأخُتيرت،  Oxford-IIIT Petبيانات   صورة  مجموعة   ثلاثين  من 

  العصبية الاصطناعية   اتخمسة نماذج مختلفة للشبك  متيقُ درُبت و.  البيانات هذه

: نموذج الانتشار العكسي  على البكسل وعلى الكتلة  ينالقائم  ينبلول من الأسلك

نموذج   شانو،  كولدفرب  فليجر  برويدن  نموذج  ماركورت،  الانتشار  لفنبرك 

المرن،   المتقاربنموذج  الخلفي  المتدرج  الخلفي  الانتشار ونموذج    الانتشار 

المتغير. التعلم  لمعدل  الدقة    الرجعي  أن  النتائج  البكسل  أظهرت  إلى  المستندة 

٪ ، بينما تتراوح الدقة القائمة على الكتلة من  76.47٪ إلى 70.82تتراوح من 

إلى  82.94 و٪85.83٪  ً   حظلايُ .  إلى للنهج  معالجة  الوقت  أن    ايضا المستند 

نموذج ، إذ يستغرق  المستند إلى الكتلة  سلوبالأيستغرق وقت أطول من  البكسل  

ثانية، بينما يستغرق    242.39الانتشار الخلفي المرن للنهج القائم على البكسل  

ثانية.    49.89الانتشار الرجعي لمعدل التعلم المتغير أقصر وقت معالجة    نموذج

الانتشار العكسي لفنبرك    يستغرق نموذجفبالنسبة للنهج القائم على الكتلة،  أما  

الانتشار  نموذج   لا يزال في حينثانية،  13.86أطول وقت معالجة  ماركورت

 كما هو الحال في نهج البكسل الرجعي لمعدل التعلم المتغير أقصر وقت معالجة  

فيما يتعلق بالوقت  ق القائمة على الكتلة أكثر كفاءة  ائ الطر  تعُدثانية. لذلك،    5.98

نموذج الانتشار أن دقة  الاختبار  نتائج  وقد أوضحت    دقة لنماذج التصنيف.الو

والتي تراوحت  صور الاختبار الثلاثة  ل هي الأعلى    العكسي لفنبرك ماركورت

الانتشار الرجعي لمعدل التعلم المتغير   نموذج، بينما  ٪89.81  الى٪  94.72بين  

بينأقل دقة  قد أعطى   تراوحت  لنماذج وأما ا٪.  81.15  إلى٪  92.96  والتي 

   مستويات متوسطة من الدقة. فقد أعطت المتبقية

الشبكة العصبية الاصطناعية، التجزئة الدلالية، استخراج    :  الكلمات المفتاحية

 الميزات. 

 


