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l. INTRODUCTION

Watugala [1] proposed the Sumudu transform in the
early 1990s, and it was used to solve ordinary differential
equations in control engineering problems. The broad and
fundamental properties of the Sumudu transform are given by
Asiru [2], Belgacem et. al. [3,4], and Al-Taee and Al-Hayani
[5]. Watugala [6] has applied the Sumudu transform to two-
variable functions and solved partial differential equations.
Tchuenche and Mbare [7] used the double Sumudu transform
to solve a population dynamics evolution equation. Kilicman
and Gadain [8] have used the double Laplace transform and
double Sumudu transform to solve non-homogeneous wave
equations. Ahmed et. al. [9] established the convergence of
the double Sumudu transform.

G. Adomian [10,11] proposed a new and fruitful
approach for solving ordinary, partial, and integral equations
termed the Adomian decomposition method (ADM) in the
early 1980s. The ADM is a semi-analytical method, this
strategy has been found to result in a rapid convergence of
the solution series. The non-linear term is decomposed into
Adomian's polynomials, which are a set of special
polynomials.
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The main goal of this work is to solve special non-linear
systems of integral equations with functions of two

variables by using the Sumudu transform with the semi-
analytical Adomian Decomposition Method (ST-ADM).

1. SUMUDU TRANSFORM
PRELIMINARIES
Definition 1. [1,12]: The Sumudu transform is defined over
the set of functions
f():3 M,7t,,7t, > 0such that
A= It]
[If(t)l < MeY, ift e (-1)/ x [0,00)]
by the following formula

1(* t
F(r) =S{f(t)}(r) = ;f f®erdt, t >0,r € (—14,75) (2)
0

provided the integral exists for some r, where F(r) is the
Sumudu transform of the function f(t). We refer to f(¢t) as
the inverse Sumudu transform of F(r) is given by

FO = SHFE) = 5 fy y:lF () erar

1 1
= Z residues of [—F <—) e"],r >0
r\r

- (1)

- (3)
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The basic properties of the Sumudu transform can be found
in [3,4].

Definition 2. [7,12]: If f(x, y) is a convergent infinite series,
then its double Sumudu transform is as follows:

F@mq>=SU1myx<nqn==31fwfwf@40e*?%LMdy<4
pqJy Jo

The double inverse Sumudu transform of F(p,q) can be
written as

y+ico x 1 §+io y
F) =S o =5 | erdprs | eirada, §)

y—ico —jco
where f(x, ) is an analytic function for all p and q.

In the following Table 1, we give the double Sumudu
transforms for some functions of two variables x, y.

TABLE 1. [7,12] Double Sumudu transform of some
functions

Function f(x, y)

Double Sumudu Transform F(p, q)

ek oD Z iy, mneR
Fx,y) = e@+by, F(p,q) = A= an@=bg)

fGoy) =sintax+by),  F.9) =77 (a;z;;r[f : b?T
f(x,y) = cos(ax + by), F(p,q) = e ia;)(z??i(iq(lq)z]'
f@x,y) = sinh(ax +by),  F(p.q) == (aZfzf[fz b2
f@xy) = cosh(ax +by), Fp.q) = ;7= ia;)(zaﬁi(fq()bq)z]'

1. APPLICATION OF ST-ADM
The following problems have been selected from the
current literature and are studied in [13,14].

Problem 1
Firstly, solve the following non-linear inhomogeneous
system of integral equations by using ST-ADM [13,14]:
X
ulx,t) =x +e*¥t— f uvdx,
o ..(6)
v(x,t) = —x +e ¥t +f u?vidx.

0
On both sides of the system (6), applying the Sumudu
transform yields

S{u(x, t)} = S{x + e* ¢} —§ {f
0

X

uvdx},

S{v(x, t)}=S{—x+e**}+§ {fxuzvzdx},
0

so that,

Upr)=p

X

+___i____sU‘ d}
A-pA+r) Nt &

1 * 2,,2
Vip,m) = —p+m+8{f0 u‘v dx},
where S(u(x,t)) = U(p,r) and S(v(x, t)) = V(p,1).

(7
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The standard of ADM [10,11] consists of approximating
solution of the system (6) as an infinite series

Umﬂ—ZU@ﬂ vmn—z ACAONC)
n=0

and decomposmg the non- Imear terms as

uv—ZAn, u?v? —ZB . (9

where A,, and B,, are Adomian's polynomials of ug, uy, ..., u,
., Uy, respectively [10,11] given by
n

An=2uivn_i, n=i, n=0

i=0

n n
B, = (Z uiun_l-> (Z vivn_l->, nzi, n=0

i=0 i=0
The proofs of the series convergence YooU,(p,7),
Yoo Vo, 1), Xm=o A, and Y7, B, are given in [10,15-18].
Substituting (8) and (9) in the system (7) and using the
recursive relation, we get

UO(P;T) =p +

and vg, vy, ..

1-pA+n)’

Vop,r) =-p+ arpa=r’

4 x
Un+1(pt T') =-5 {j Andx}:
0

X
kVn+1(p,r) = SU Bndx}, n=0
0

On both sides of the system (10), applying the inverse
Sumudu transform yields
ug(x, t) = x + e*°¥,

vo(x, t)

w1, t) = —=S7HS xAnd ,

Uy (x, 8) [ {fo x}]
Vper(x,t) = S71 {S {ijndx}}, n=0
\ 0

where S (Up+1(P, 7)) = Un41(x, t) and S (Vs (0, 7)) =
Vvn41(x, t). Once the A, and B, are known, all components of
u and v can be determined. The n —term approximant to the
solutions u and v is thus defined by ¢,[u] = ¥+ w;, and
Yulv] = X4 v;, respectively. Then from the system (11)
the iterations are
AO = uO(x: t)vo(x: t)

=—x2+1—xe¥t 4 xe ¥,
BO = ug (x, t)v(z) (x, t)

=x*—4x%2 + 1+ (2x3 — 2x)e*"¢

+(—2X3 + Zx)e—x+t + xZeZX—Zt + X2€_2x+2t,

u;(x,t) = -§t [S {Jondx}}
0

..(10)

- —x+t
=—x+e ",

- (11)
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1
= §x3 —x+(x—1De*t+ (x +1e >t

—et +e7t,

v(x,t) =81 {S {fxBodx}}

4
= gxs - §x3 +x+2(x*—3x%* + 5x — 5)e**

+2(x3 + 3x% 4+ 5x + 5)e~**t

1 1 1 1
+E<x2 _ ); + E) er—Zt _ El(xz + x4+ E) e—2X+2t
+ (—10 + Zet) et + (10 — Ze‘t> et
and so on, obtaining the remaining iterations in this manner.

As a result, the approximate solutions in the series form are

as follows:
5 5

Bolul = ) w0, lv] =Zvi<x 0.

i=0
Between the components, the n0|se terms disappear. Using

multivariate Taylor series expansion for exponential terms
e* % and et (i = 1,2,...) give

1 1 1 1 1
¢6[u]=[1+x+5x +§x +Ex +§x +ax
1
+ﬁx +0(x8)]
1 1 1 1 1
b4 42 43 44 s 6
.[1 t+2't 3lt +4lt S't +6!t
1
47 8
7 +0%)]
1 1 1 1 1
Pelv] = [1—x+5x —Ex ﬁx —gx +ax
1 8
X 7+ 0(x®)
1 1 1 1 1
1 424 434 444 45 6
[ +ttoit +3t ottt gt

—t7 + O(ts)]
There is a closed form for these series as n — oo gives
u(x,t) =e*.et =e*t and v(x,t) =e¥.et = e ¥t
which are the exact solutions of the system (6).

Problem 2
Solve the following non-linear inhomogeneous system
of integral equations by using ST-ADM [13,14]:
X

u(x,y) = 2x + 2y — 2x% — 4xy + f uv,dx,

0 ..(12)
v(x,y) = 2x — 2y — 2x% + 4xy + f uvdx.

0
On both sides of the system (12), applying the Sumudu
transform yields

rS{u(x, Y} =S{2x + 2y — 2x2 —4xy} - S {f

X
uvxdx},

X

S{v(x,y)} = S{2x — 2y — 2x2 + 4xy} + S {f uxvdx},
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so that,

(U(p,q) =2p+2q—4p2—4pq+5{f
0

X

uvxdx},
g . (13)

V(p,q) = 2p — 2q — 4p* + 4pq + S{f uxvdx},
where S(u(x,y)) = U(p,q) and S(v(x,y)) = V(p, q).

The standard of ADM [10,11] consists of approximating
solution of the system (12) as an infinite series

Up.q) = Z U.(p.q), V(p,q) = Z g . (14)
n=0
and decomposmg the non linear terms as
= Z Cn, UV = Z D, ..(15)

= n=
where C,, and D,, are Adomian's polynomials of ug, uy, ..., u,
and vy, v4, ..., v, respectively [10,11] given by

n

Cn, =Zu-(vx)nl-, n=i, n=0

D, —Z(ux)vnl, n=>i, n=>0

The proofs of the series convergence Y., U.(p,q),

Yo oVu(n,q), YoeoC, and Y>_,D, are given in
[10,15,16,17]. Substituting (14) and (15) in the system (13)
and using the recursive relation, we get

Uo(p,q) = 2p + 2q — 4p* — 4pq,
Vo(p,q) = 2p — 2q — 4p* + 4pq,

X
\Un+1(0, @) = S{j Cndx},
0

X
kVn+1(p,q) = SU Dndx}, n=0
0

On both sides of the system (16), applying the inverse
Sumudu transform yields
ug(x,y) = 2x + 2y — 2x2% — 4xy,

..(16)

vo(x,y) = 2x — 2y — 2x% + 4xy,

X
Upei(x,y) =S {g {f Cndx}}, ..(17)
0
X
Vi (x,y) =S71 [S {f Dndx}], n=0
\ 0
where ST Un+1(@ ) = Unsa (x, ) and
S (Vi1 (0, @) = vpyq1(x,y). Once the C, and D,are

known, all components of u and v can be determined. The
n —term approximant to the solutions u and v is defined by
dnlu] = X5 w;, and P, [v] = X1 v;, respectively. Then
from the system (17) the iterations are

0
Co = uo(x,y) I vo(x,y)

=8x3+ (8y — 12)x? — (16y% + 8y — 4)x
+8y? + 4y,



Al-Rafidain Journal of Computer Sciences and Mathematics (RICM), Vol. x, No. x, 2021 (x-x)

d
DO = auo(x'Y)vo(x'Y)
=8x3— (8y + 12)x? — (16y* — 8y — 4)x
+8y?% — 4y,

u (x,y) =81 {S {fxCodx}}
0

8
=2x*+ <§y - 4>x3 — (8y? + 4y — 2)x?
+(8y?% + 4y)x,

v (x,y) =S§71 {S {J-xDodx}}
0

8
=2x* — <§y+4>x3 — (8y? — 4y — 2)x?

+(8y* — 4y)x,
and so forth, making it possible to obtain the remaining
iterations in this way. Consequently, the rough answers in
series form are provided by:
3

Palul = ) uix,y)

=0

= 8 % — 7
2x + 2y +10x° + 5y 40 ) x
(3952 2, 472 56)
TR AR
832 3952 608 28
(7 -5 -5+
224 416

+<—y4+—y — 288y? —20y>
448 448

~(S gy )R

+(128y* + 64y3)x — 32xy*,
3

Palvl = ) i)

=0
-—; 2y + 10 (94 -+40>
B A Ui -4

3952 , 472

( 45 ¥ T 1577 56)

(832 3952 608 28)

Yt Y T

254 ale

(—y ——y — 288y? +20y>

ss  adg
—(———y4-———y — 112y )

+(128y* — 64y3)x? — 32xy*.
Between the components, the noise terms disappear when
n — oo, There is a closed form for these series u(x,y) =
2x + 2y and v(x,y) =2x — 2y, which are the exact
solutions of the system (12).

Problem 3

Finally, we solve the following non-linear
inhomogeneous system of integral equations by using ST-
ADM [13,14]:
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X
(u(x, y) = 4x — 2x% + 2x%y? —v + f uv,dx,
o ..(18)
v(x,y) = —4xy — 2x% 4+ 2x%y* + u + f uvdx.
0

On both sides of the system (18), applying the Sumudu
transform yields

S{u(x,y)} = S{4x — 2x2? + 2x%y?> — v} -S§ {f

X
uvxdx},

X

S{v(x, )} = S{—4xy — 2x2 + 2x%y?* +u}+ S {f uxvdx},
0

so that,
U(p,q) = 4p — 4p* + 8p*q?

X
—V(p,q)+S {f uvxdx},
0
V(p,q) = —4pq — 4p* + 8p?q®
X
+U(p,q) + S{f uxvdx},
0

where S(u(x,y)) = U(p, q) and S(v(x, y)) = V(p,q).

The standard of ADM [10,11] consists of approximating
solution of the system (18) as in the problem 2. Substituting
(14) and (15) in the system (19) and using the recursive
relation, we get

Uo(p,q) = 4p — 4p* + 8p?q?,
Vo(p,q) = —4pq — 4p* + 8p?q?,
b
VUn+1(@ @) = —Vo(p,q) + SU Cndx},
0

. (19)

..(20)

X
kVn+1(p,q) =U,(p,q) + SU Dndx}, n=0
0

On both sides of the system (20), applying the inverse
Sumudu transform yields
uo(x,y) = 4x — 2x2 + 2x%y?,

vo(x,y) = —4xy — 2x% + 2x%y?,
X
QUni1 (0, y) = —v,(x,y) + 71 {S {j Cndx}}, .. (21D
0
X
Vpe1(x,y) = up(x,y) + $71 [S {J Dndx}}, n=0
0
where ST (Un+1(@ @) = tns1 (%, ) and

ST (Vys1(p, @) = vpyq1(x,y). Once the C, and D,are
known, all components of u and v can be determined. The
n —term approximant to the solutions u and v is thus defined
by ¢nlul =X dw;, and ,[v] = X4 v;, respectively.
Then from the system (21) the iterations are

0
Co = uo(x, }’)avo(x: y)
=8(y* —2y? + Dx® — 8(y® — 2y%? —y + 2)x?
—16xy,
0
Dy = a_uo(x' VIve(x,y)
x
=8(y*—2y? + 1x3 - 8(Q2y3 —y? — 2y + 1)x?
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—16xy,

ui(x,y) = —v(x,y) +S7* {s {fxCodx}]

8
=2(y* = 2y? + Dx* — §(y3 -2y —y +2)x3
—2(y? + 4y — Dx? + 4xy,

vl(x,y) = uO(x'Y) + S_l {S {fxDodx}]

8
=2(y* = 2y? + Dx* — §(2y3 —y2 =2y + D3

+2(y? — 4y — 1x? + 4x,
and so on, obtaining the remaining iterations in this manner.
As a result, the approximate solutions in series form are as

follows:
5

delul = Z u;(x,y) =2x + 2xy + noise terms

i=0

5
Pulv] = Z v;(x,y) =2x — 2xy + noise terms

i=0
Between the components, the noise terms disappear.when
n — oo, There is a closed form for these series u(x,y) =
2x + 2xy and v(x,y) = 2x — 2xy, which are the exact
solutions of the system (18).

Conclusion

In this paper, the Sumudu transform with the Adomian
decomposition method was utilized in solving non-linear
special systems of integral equations involving functions of
two variables. The results demonstrate the effectiveness of
this technique in addressing a variety of nonlinear integral
problems. The new method reduces the computational
complexity of previously commonly used methods while
allowing for easy calculation adjustment. The computations
in this work are done with the Maple 18 Package.
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