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The newly developed method of inpainting the missing region in digital images that is 

based on the isotropic model was applied to a variety of color spaces, including XYZ, YCbCr, 

NTSC, and HSV color spaces. Tests were performed using masks that the researcher had created 

based on the original (clear) images; these masks range in both size and shape. In order to 

evaluate the quality of image inpainting, statistical quality metrics such as MSE (Mean Square 

Error), PSNR (Peak Signal to Noise Ratio), and SSIM (Structural Similarity Index) are utilized. 

The performance of this method was superior to the state-of-the-art PDEs (partial differential 

equations) inpainting methods. 
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1. INTRODUCTION  
The image is one of the best ways to communicate because it 

contains information that stands out from other methods. 

Poor storage, device transfers, and other factors may cause 

these photos to lose some information. Inpainting uses 

surrounding information to fill in missing regions [1] [2]. 

Binary, grayscale, and color images exist[3].TVs and 

monitors display color images. Primary and secondary colors 

are the norm. Red, green, and blue are the primary colors of 

light, which can be mixed to create secondary colors like 

magenta, yellow, and cyan [4] [5]. Many color spaces are 

mathematical representations of a collection of colors that 

use a mix of numeric values to represent each color. A 

different definition is found in [6] [7] . That's how we see 

color—hue, brightness, etc. [6]. Color models measure 

human-perceivable colors and combine values into primary 

colors. Different color spaces are better for digital video and 

picture compression techniques, TV monitoring and video 

cameras, scientific activity, and television broadcasts [8] [9] 

[10]. Linear transforms can produce many color spaces from 

RGB, including YCbCr, NTSC, XYZ, and HSV, but RGB 

(red, green, blue) is used for TV monitors and video cameras 

[11] [12]. The YCbCr model is widely used in digital video 

and image compression schemes [13][14], but artists prefer 

the HIS (Hue, Intensity, and Saturation) and HSV (Hue, 

Saturation, and Value) spaces  [15] [16], because they match 

how humans describe and interpret colors. 

In the de-correlated color spaces YCbCr, YUV, NTSC, and 

YIQ, Y is luminance, I is cyan orange, and Q is purple-green 

[8]. Pixel colors are a mix of red, green, and blue [17] [18]  

[19]. The YCbCr model is utilized in digital video and picture 

compression schemes, the YUV model was widely used in 

Australian and European television transmissions. While the 

NTSC-named YIQ color space was used in North America, 

Japan, and elsewhere[8]. 

The XYZ color space is widely used in scientific work, and 

color descriptions in other color spaces are often related to 

their representation in this space. For image inpainting, the 

various color spaces are divided into two categories 
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according to their properties. 

In the first category, each color channel represents all image 

information such as texture and structure in the image in 

addition to color. For example, in RGB space, R represents 

all information and red color while G and B channels are 

representing all information for green and blue colors, 

respectively. Thus, the most common color spaces in the first 

group is RGB. The color information in the second category 

is represented in two channels chrominance and luminance 

which have all information of texture and structure as seen in 

the color spaces of YCbCr, NTSC, HSV as well XYZ [20] .  
Colors help humans communicate with their species and 

daily objects. Colors should be represented numerically in a 

mathematical formula for device/computer storage and 

applications. Color models use Red, Green, and Blue to 

represent color space mathematically. The computer can 

simulate human hue and lightness [1].  

Computer graphics, image processing, TV transmission, and 

computer vision use color modes. The color model uses 

mathematical functions to briefly convert light color 

coordinates into three color components [8]. The color model 

can be defined as the digital representation of possibly 

contained colors [21] [22], while [6] defines it as the way we 

recognize color through its hue and brightness [6]. Color 

models combine values to create primary colors[15]. Three- 

or four-color models are typical.  

  Color spaces vary by application [6]. Image processing 

applications divide color models into three types; 

1. Device-oriented color models are dependent on a device's 

signal and are affected by the techniques used to create 

them [6] [4]. These versions are utilized in many 

applications that require color consistency with hardware 

tools [6], such as TVs [23] [24] ,and video systems [25] 

[26].   

2. User-friendly color models: These models allow the user 

to describe and estimate what he sees after seeing the color 

[27] [28]. 

3.  Device-free color models: The color model is unaffected 

by [27] [28], and the parameters produce the same hue 

regardless of device performance. Because visual data 

must pass through several hardware components, these 

color models aid network information transfer [6]. The 

image needed to be recovered utilizing the interior coating 

process because of the importance of color spaces in the 

application. This paper offered two coating models, The 

isotropic classic model and the RGB-proven improved 

model [29]. The two mathematical models applied to HSV, 

YCbCr, XYZ, and NTSC color spaces. Thus, the visual 

analysis evaluates inpainted images, while statistical 

measurements estimate their quality. The original and 

modified isotropic models estimate inpainted image 

quality using MSE, SSIM, and PSNR [30]. This work 

modifies the isotropic model-based inpainting to improve 

results 

2. Mathematical Models 
Used two mathematical models to recover the missing area 

in the images, which are the isotropic model and modify the 

isotropic model. 

  

2.1 Isotropic Model 

Diffusion-based inpainting is the first model used to recover 

the damaged or missing part of the image by spreading 

information from the surrounding areas of the missing region 

at the pixel point [31]. However, isotropic diffusion is the 

second-order linear parabolic equation. Let 𝑓 ∈ 𝐿2(𝛺)  is an 

image and 𝐷 ⊂  𝛺  is a missing information region from the 

original image; When   𝑢𝑡   is Image derived over time  (t).  u 

is the inpainted image is given by the solution of the below 

equation[32] : 

                  {
𝑢𝑡  = ∆𝑢,     𝑡 ≥ 0

𝑢(0, 𝑥, 𝑦) = 0.
                                       …(1) 

In addition, u can be calculated from the solution of 

minimization functional for the squared total variation. The 

formula of the heat equation can be introduced as 

minimization energy functional as [33]: 

 min
u∈𝐿2(Ω) 

{ ∬ |∇u ∣2  dxdy,    𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡  𝑢 =  𝑓 𝑖𝑛 𝛺\𝐷}...(2)      

Euler- Lagrange equation and gradient descent method are 

applied to the minimization functional 2, and we get                  

                       𝑢𝑡 = ∆𝑢                                                   …(3)              

The solution of equation 1 or 3 with the Dirichlet boundary 

condition is used to recover the missing regions in the image. 

The explicit finite difference method (EFDM) is applied to 

find the solution of equation 1 or 3, which is imitative of the 

solution of the heat equation on the spatial (image) domain. 

This equation has studied the spreading of temperatures 

(information) within a period in all directions based on the 

boundary condition[34]. However, the spread in all directions 

will cause failure to recover edge construction of the missing 

area and appear blurred under the isotropic model (Eq.3). The 

diffusion term comes from the idea of propagating local 

information with smoothness constraints by analogy with 

some physical phenomena like heat propagation in physical 

structures [35]. Isotropic diffusion acts as low-pass linear 

filtering suppressing high frequencies in the image thus, it 

works to minimize these variations in all directions that in 

turn lead to appearing blurred close to edges and contours. 

More general formalisms using nonlinear PDEs are used for 

describing the physical and fluid dynamics phenomena to get 

better restoration of edges and more sharpness [16] 

 

2.2 Modified Isotropic Model 

The isotropic diffusion model is modified by adding more 

than one algebraic expression to reduce the blur of the large 

missing area and enhance the edge of restoration. Modified 

isotropic model (Eq.3) is modified by adding the first 

derivative of the missing area of the image [29]. The ability 

of the first derivative helps to build the edges and extend the 

isophote line, which improves the recovery of  missing areas. 

The modified isotropic equation is written as follows:                                       

      𝑢𝑡 = ∆𝑢 + 𝛼𝑢𝑥 + 𝛽𝑢𝑦 ,     𝑡 ≥ 0                                 …(4) 
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Where ux and uy are the first derivatives of the image, the α 

and β are coefficients. Furthermore, the value of α and β play 

an important effect on the values of quality measures.  

 

3. Proposed Method   
First images converted from RGB to color spaces (XYZ, 

HSV, YCbCr, NTSC). When the isotropic model (Eq.3) and 

modified model (Eq.4) are applied on the missing region 

reconverted to the RGB. The image is then converted back to 

RGB color space using quality assessment to measure the 

completed algorithm for the image inpainted method is 

represented in the flow process below and the flowchart in 

Fig. (1(a)) and Fig.(1(b)). 

3.1 Algorithm  

1. Load a color image  

2. Convert from RGB to color space. 

3. Making the missing area by the researcher   

4. Channels separation. 

5. Using the equation to address the problems of the missing 

region. 

6. Convert from color space to RGB. 

7. Image quality assessment. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

start Load image 

Convert image from RGB to other space 

Channel separation 

Channel one Channel three Channel two 

isotropic model 

Channel grouping Convert to RGB 

Quality assessment     stop Out put 

Figure.1(a): Flowchart of image inpainting algorithm by isotropic model 
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4. Experimental Results 
The experiments in this paper include applying the isotropic 

model (Eq.3) and the modified isotropic model (Eq.4). The 

experiments were tested on different 100 natural images 

selected from Berkeley Segmentation Dataset 300 

(BSDS300) [36], (See Fig.2). And for four shapes of the 

mask (missing area) marked by the user, all masks are 

regular shapes, and had different size and type, including the 

square, the narrow rectangle, the wide rectangle, the 

horizontal and vertical with different locations from the 

image. (See Fig.3). 

 
   

 

Figure. 2: Example of natural images 

The Matlab (R2018a) programming was used to test the 

modified model on the selected standard natural images. 

 

Figure 3: Type of masks (missing area) 

start Load image 

Convert image from RGB to other space 

Channel separation 

Channel one Channel three Channel two 

 modified isotropic model 

Channel grouping Convert to RGB 

Quality assessment     stop Out put 

Figure.1(b): Flowchart of image inpainting algorithm by modified 
isotropic model 
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4.1 Experimental Results of Different Color Spaces 

In these experiments, the isotropic model (Eq. 3) and the 

modified model (Eq.4) were applied to four different color 

spaces YCbCr, NTSC, XYZ, and HSV to study the behavior 

of the two models in these color spaces and their ability to 

recover missing areas in these color spaces and to compare 

the results of the experiments visually and statistically 

obtained using the MSE, PSNR, and SSIM quality 

assessment. Figure 4 shows the original images.   Figure 4 

shows the original images. Figure 5 shows the results 

obtained by applying the isotropic model (Eq.3) for the four-

color spaces referred to earlier and with the four forms of 

masks (missing regions) shown in the figure 3. Figure 6 

shows the results of applying the modified isotropic model 

(Eq. 4) to recover the missing region 

 

 

 

 

 

 

 
Figure 4: Original images 
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Figure. 5: Image inpainted in different color spaces by using isotropic model (Eq.3) 
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Statistical quality measures such as MSE, PSNR and SSIM 

and execution time are measured to evaluate the quality of 

the inpainting of the missing areas in the image and to 

compare the effectiveness of the two models used in painting 

on different areas and different color spaces. The values are 

presented in the tables below.  

Whereas table 1 shows the results of applying the classical 

isotropic and modified models on the square missing region 

(Case 1) by. The average of MSE, PSNR, and SSIM values 

of 100 images using classical isotropic (Eq.3) and the 

modified isotropic (Eq.4) models. The average of consumed 

time values is calculated using both classical isotropic model 

(Eq.3) and modified isotropic model (Eq.4). The results were 

as follows: the better value of MSE was when using the XYZ 

space and 

the better value of PSNR when using the NTSC space and the 

better value of SSIM in YCbCr space when using the 

modified model and classic isotropic model (Eq.3). 
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Figure. 6: Image inpainted in different color spaces by using a modified isotropic model (Eq.4). 



Al-Rafidain Journal of Computer Sciences and Mathematics (RJCM), Vol. 17, No. 2, 2023 (39-48) 

 

 

45  

Table 1: Image quality assessment in case 1 
Models 

 

Spaces MSE PSNR SSIM Time 

(S) 

 
Isotropic 

Model 

YCbCr 23.930 41.625 0.852 10.624 

NTSC 0.051 70.317 0.181 10.434 

XYZ 0.045 65.127 0.080 11.214 

HSV 0.105 59.212 0.127 11.153 

 

Modify 

Isotropic 

Model 

YCbCr 29.327 39.593 0.792 1.095 

NTSC 0.058 70.051 0.167 1.106 

XYZ 0.056 64.797 0.076 1.338 

HSV 0.123 58.651 0.113 1.126 

 

While table 2 shows the results of applying the classical 

isotropic and modified models on small and narrow rectangle 

shapes (Case 2) in the different color spaces. The results were 

as follows: the highest value of MSE was when using the 

YCbCr space and the lowest value was when using the XYZ 

space. The lowest MSE values appeared in XYZ space using 

both classical isotropic and modified models, the best value 

of PSNR in NTSC space was used, the isotropic model. 

While the best values of the SSIM whether using the classical 

isotropic model (Eq.3) or the modified model (Eq.4) 

appeared in the YCbCr color space. 

 

Table 2: Image quality assessment in case 2 
Models 

 

Spaces MSE PSNR SSIM Time 

(S) 

 

 

Isotropic 

Model 

YCbCr 8.417 47.131 0.922 1.524 

NTSC 0.037 71.404 0.206 1.574 

XYZ 0.033 67.402 0.201 1.285 

HSV 0.101 60.132 0.144 1.289 

 

Modify 

Isotropic 

Model 

YCbCr 11.551 45.274 0.899 0.672 

NTSC 0.038 71.393 0.206 0.656 

XYZ 0.035 67.347 0.200 0.981 

HSV 0.103 60.073 0.144 1.047 

 

Table 3 shows the results of applying the classical isotropic 

and modified models on the narrow rectangular region 

extending vertically (Case 3) on the different color spaces. 

The results were as follows: the less value of MSE was for 

XYZ space is equal (0.031). But the value of SSIM has the 

best value in YCbCr space is equal (0.922), while, the best 

results for PSNR were in NTSC space by using the classical 

isotropic model (Eq.3) and modified isotropic model (Eq.4). 
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Table 3: Image quality assessment in case 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4 shows the results of applying the classical isotropic 

and modified models on large missing areas (Case 4) in the 

different color spaces. The results were as follows: the 

best results of MSE in XYZ space, PSNR in NTSC space, 

and SSIM appeared in YCbCr space using the modified 

model and classical isotropic model (Eq.3). The modified 

model (Eq.4) consumes a little more time than the classical 

isotropic model by reconstructing the missing regions for all 

missing cases. In this experiment, the classical isotropic and 

modified models have applied different color spaces, and the 

100 images have been selected from [22] in terms of the size 

of the missing region and the quantity of texture in the 

surrounding areas of missing regions. These models have 

been applied to four cases of missing regions; these cases 

have been used based on the size of missing regions. 

The evaluation of the analysis quality indicates when the 

missing region was narrow and small a rectangle, the MES 

was the lowest compared to other cases when using the 

isotropic model and when using the modified equation in 

YCbCr. However, the MES decreased values when the 

isotropic equation of the model and modify isotropic model 

are used for inpainting the missing region, respectively. 

Furthermore, the best average PSNR value was obtained for 

case two when the original equation and the modified one 

were applied especially in NTSC space. The SSIM is an 

important indicator of the similarity between the original 

image and the inpainted one. The obtained results confirmed 

that the small missing area in case two led to getting better 

SSIM than other cases in both models and the YCbCr space. 

However, modified model appeared SSIM value less than 

Isotropic Model (Eq.3) for YCbCr space.  When comparing 

the statistical and visual results in the case of applying the 

two models to the RGB space, see[29] ,with the results of this 

article, it is clear that the ability of the improved model (Eq.4) 

to restore the missing areas is better than all other spaces. The 

improvement increases whenever the area is small and 

narrow, and the amount of texture around the missing area 

does not differ in quality and quantity from the texture inside 

the missing area. 

 

Table 4: Image quality assessment in case 4 
Models 

 

Spaces MSE PSNR SSIM Time (S) 

 
 

Isotropic Model 

YCbCr 38.881 0.816 61.780 38.881 

NTSC 68.982 0.153 40.522 68.982 

XYZ 64.133 0.065 43.545 64.133 

HSV 58.606 0.110 46.046 58.606 

 

Modify Isotropic Model 

YCbCr 24.864 38.540 0.797 9.084 

NTSC 0.0592 68.792 0.157 7.701 

XYZ 0.0442 63.924 0.069 8.328 

HSV 0.133 58.218 0.111 8.033 

 

Models 

 

Spaces MSE PSNR SSIM Time 

(S) 

 

 
Isotropic 

Model 

YCbCr 11.541 43.545 0.888 2.401 

NTSC 0.044 69.568 0.157 1.229 

XYZ 0.031 65.303 0.086 1.354 

HSV 0.105 59.027 0.116 1.262 

 
Modify 

Isotropic 

Model 

YCbCr 18.569 40.118 0.788 15.018 

NTSC 0.048 69.427 0.154 10.746 

XYZ 0.034 65.112 0.084 11.873 

HSV 0.118 58.661 0.097 11.556 
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6. Conclusions  
The isotropic model and modified isotropic model were used 

in the process of restoring the missing regions in the images. 
It was applied to a set of different images and shapes of the 

missing areas. It was applied to more than one color space to 

find out which models have the best ability to restore lost 

areas and inpaint. The results show that NTSC space is 

considered the best space where MSE is lower and PSNR is 

higher. It was also concluded that the results are better when 

the missing area is small and the texture around the missing 

area is not much different from the texture inside the missing 

area in quantity and quality, but the inpainted area is blurry 

when the missing area is large. The reason for this may be 

attributed to the dissemination of information in all 

directions, and this is one of the characteristics of the 

isotropic model.  
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 الملخص 

ريقة المطورة حديثاً لطلاء المنطقة المفقودة في الصور الرقمية الططبقت         

، الفضاءات اللونية التي تستند إلى نموذج الخواص على مجموعة متنوعة من  

تم     .HSV و NTSC و YCbCr و   XYZ بما في ذلك فضاءات الألوان

الصور  على  بناءً  الباحث  ابتكرها  التي  الأقنعة  باستخدام  الاختبارات  إجراء 

الحجم والشكل. من أجل  تختلف  الأصلية )الواضحة( ؛   هذه الأقنعة من حيث 

الجودة الإحصائية   مقاييس  استخدام  يتم   ، للصورة  الداخلي  الرسم  تقييم جودة 

و MSE مثل المربع(  الخطأ  نسبة   PSNR )متوسط  إلى  الذروة  )إشارة 

)مؤشر التشابه الهيكلي(. كان أداء هذه الطريقة متفوقاً   SSIM الضوضاء( و

 .)المعادلات التفاضلية الجزئية( في طرق الطلاءPDEsمعادلات على أحدث 

طريقة الطلاء  ؛  معادلة الخواص؛  الطلاء الداخلي للصورة    الكلمات المفتاحية :

   .فضاءات لونية؛   PDEالداخلي القائمة على 


