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Abstract

Video conferencing has become a critical need in today’s world due to its importance in education and business to mention a few; also, recent years have witnessed a great revolution in communication technologies. However, there still exist limitations in these technologies in terms of the quality of communication established between two peers. Therefore, many solutions have been suggested for a variety of video conferencing applications. One of these technologies is Web Real-Time Communication technology (WebRTC). WebRTC provides the ability to efficiently perform peer-to-peer communication, which improves the quality of the communication. This work tries to propose a WebRTC bi-directional video conferencing for many-to-many (mesh topology) peers. In this work, signaling was obtained using Socket.io Library. The performance evaluation of the proposed approach was performed in terms of CPU performance, and Quality of Experience (QoE). Moreover, to validate the simulations results, a real implementation was achieved based on the following scenarios a) involving several peers, b) at the same time, opening several video rooms, c) a session will still be active even when the room initiator leaves, and d) new users can be shared with currently involved participants.
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1. INTRODUCTION
The different directions of multimedia have been supported using the current communication technologies. This support enables many features in these applications' experiences such as being real-time-based [1]. Due to the low cost of Internet services with high quality, it is widely used for sending and receiving multimedia files (e.g., videos, audio, images, etc.) [2]. Moreover, a new standard called Web Real-Time Communication (WebRTC) was developed by the Internet Engineering Task Force (IETF) and the World Wide Web Consortium (W3C) [3]. This standard is open-source and includes JavaScript APIs and other standards that have the ability to secure interactive communication among peers to exchange multimedia files [4]. The WebRTC also provides other advantages, for instance, it reduces cost, plug-ins are not required, ease of use, securing high-quality real-time communication, and no licenses are needed [5]. Furthermore, the IETF and W3C have not yet provided protocols for testing the WebRTC. They also have not confirmed the final signaling mechanism. Besides, in WebRTC the signaling channel standard has not yet been determined [6]. More precisely, there are no standards or a specific approach of WebRTC that can be followed to establish a communication between two browsers. This is because it is up to developers to create their protocols or to freely select the appropriate protocols for their applications such as Scoket.io, Extensible Messaging and Presence Protocol (XMPP), or Session Initiation Protocol (SIP) [7]. The peer detection can be
performed through signaling, which identifies peers as well as coordinating the communications among pairs. Using communications channels, signaling can also initiate users’ communications and enables exchanging data [8]. In addition, connecting browsers to servers can be performed through signaling, which enables the communication between other peers to the defined servers. This process includes supporting the SDP protocol in merging ports numbers and network addresses aiming to provide the ability of media exchange [9].

On the other hand, the Socket.io (API), a transport protocol, can provide the feature of real-time bi-directional communication between users and servers [7]. Its programming started and ended using Node.js [10]. The authors of [9] extended the Socket.io aiming to enable designers and developers to use the WebSockets, which can identify a variety of synchronized-communication techniques that are managed by the user’s browser. Moreover, the authors in [10] and [7] showed that Socket.io can provide a simple library for clients and servers. This library supports real-time bi-directional communication between both parties of communication. This feature has the ability to provide many-to-many bi-directional video conferencing. Also, it secures two communication types that help a single peer to freely choose the role as an initiator or a participant. Moreover, it provides the ability to identify a room initiator and keep open sessions in active status even with the absence of the initiator. The aforementioned features can be utilized in a variety of communication applications (e.g., distance learning and telemedicine).

The rest of this paper is organized as follows, Section II reviews the literature, Section III describes the research method in terms of design, implementation, and results. Section IV results discussions. Finally, Section V concludes this work and presents the future possible considerations.

2. Literature Review and Problem Statement

Most of the WebRTC implementations for creating video conferencing used the pooling cycle or XMLHttpRequest (XHR). However, this approach almost causes time delay and consumes bandwidth due to the unnecessary empty responses between the browser and server that make the process busy all the time [11]. Other approaches such SIP requires to be installed and adjusted with the server used [12]. Besides, integrating WebRTC and SIP needs a lot of effort to establish a multimedia environment for sessions [13].

Pasha et al. [14] suggested an architecture for WebRTC dedicated to video conferencing. They used what has been called Multipoint Control Unit (MCU) in their proposed architecture. The authors elaborated on the proposed method and how it offers high resolutions such as session recording and stream processing. Another study performed by Fai Ng et al. [15] showed that the use of MCU was extremely expensive but it can be subscribed to some providers at the time of the conference. Also, the developers in [16] approved that MCU cannot support heterogeneous endpoints or when having a large number of participants. In the same context, Potthast [17] elaborated on some issues related to video conferencing. For instance, the codecs of video conferencing codecs are able to support up to 4 participants of multipoint.

According to the aforementioned description and the literature, MCU in usual situations presents failure quality of video conferencing, which eventually affects the whole performance of the conference [15]. Hence, this paper comes to overcome these issues and suggest an approach that guarantees to provide reliable and high-quality performance.

3. Research Method

This section describes the details of how the proposed approach was designed. The main tool used was the JavaScript language. Also, for handling the signaling, the JSFiddle platform was used as a web server. Besides, a Windows task manager was used aiming to evaluate the performance. A group of 10 computers with a variety of CPU specifications, including different CPU cores such as i5 and i7 that are connected through different locations to the Internet.

3.1 Practical Implementation

To implement WebRTC video conferencing, a test-bed lab was initiated among different users under many-to-many (mesh topology). The proposed approach used the signaling mechanism based on the Socket.io library. It is divided into two portions: the main browser set up and setting up the initiation and the termination of the communication. Also, it was crucial to creating a room with a specific identifier (room-id). This id is unique and used for establishing and joining the room. This also guarantees that particular messages will be exchanged with relevant participants, which prevents other users to access these messages. For this specific reason, each participant must have a "room-id" for sharing information with other participants in that room. This approach enables one user to initiate a room "room-id" that other users can join and participate in.

Creating a room by an initiator requires creating a new socket. This socket can be utilized for different communications purposes.

3.1.1 Browser Setting Up

The home page in our design is characterized by many features such as “open/join” a room, “mute-audio/video”, and display in “full-screen”. The frontend was designed to have two buttons in order to enable users to “opening” or “joining” a particular room. Also, the Socket.io library was utilized for “initiating” a constructor for the following purposes:

1. Set “Session Type” as a video conferencing session.
2. Set “SDP video directions” as bi-directional streaming.
3. Link “socket.io API” in order to involve the signalling mechanism.
4. Add “quick event handler” from the aforementioned buttons.

The first step in our proposed method was to test the code. This step is required to secure LAN communication between two users using two tabs in the browser. Then, video settings were set to be with a width of 40% and border-radius of 15px
aiming to have an appropriate display. In the next step, the initiator determined the room-id and opened it. An audio/video “MediaStream” were displayed. The “MediaStream” was obtained using the "navigator.getUserMedia" method, which was performed by requesting permission for accessing the microphone and camera that were necessary for recording users’ screens. Thereafter, the multimedia (video and audio) started streaming. At that step, the whole implementation was ready for the other users to join and communicate. Here, it was crucial for the participants to call “getUserMedia” in order to share their own media (microphone and cameras). For any participant who would like to leave the room, it was needed to close the browser or refresh the web page. This procedure did not impact the communications of the other participants.

3.1.2 Involving the Signaling

The MultiConnection library and the URLs of Socket.io API were utilized for the signalling. The former was used to set up and initiate a video conferencing new session. In addition, the MultiConnection library added the "onstream" function for the purpose of remote/local media streaming. According to that, a unique id was assigned to each media stream. Furthermore, the analysis of the Socket.io API was automatically generated by the Node.js server. This process can be performed based on a variety of techniques. In particular, the AJAX long polling and JSON, and Adobe Flash Socket can be involved aiming to determine the real-time communication method was the most appropriate for each user. For instance, in the case of the browser was not able to generate the JSON, Socket.io was used to suggest some communication techniques. As stated in [18] and [9], the use of Socket.io enables, at the same time, dealing with the server and client files. It could also detect the connection whether it was established with WebSocket, Flash, or AJAX. In this context, the components of the client and server sides could be provided using Socket.io with similar APIs [19]. Figure (1), presents a screenshot from the main web.

3.2 Analysis

The analysis of this work is demonstrated and described in the following subsections:

3.2.1 Bi-directional signaling

The analysis of this work was started by collecting elements from Firefox and Google Chrome browsers that were used in the experiments. The analysis of the signalling mechanism was performed based on the delay time when involving two to ten participants. Here, two aspects were used; first, the signalling delay time and the second was based on sending requests/receiving responses among participants.

The minimum and maximum times consumption to get ready were 215ms and 385ms respectively. Also, the minimum and maximum times consumption to send requests and receive responses were 390ms and 776ms respectively. The average time consumption was 251ms to be ready and 513ms for sending requests and receiving responses. The Socket.io signaling mechanism was able to fully and simultaneously control the sessions among users in terms of establishing/ending communications. The analysis also showed that there was a slight difference in delay variations between Firefox and Google Chrome. Interestingly, it was observed that the Opera browser was not supported by the signalling mechanism. Moreover, the quality of video/audio streaming was significantly affected by the bandwidth and the CPU loads. Besides, the use of Socket.io signaling caused a long delay.

3.2.2 Analysis of Video Conferencing Quality

The quality of video/audio streaming between the two participants was excellent. It was noticed that when a 3rd participant joined a room, the video/audio quality was good. However, when a 4th participant joined the same room, the
video quality was not stable and the delay was increased. This situation continues on the same behavior when a 5th participant joined the same room. In contrast, in the case of the 6th or more participants who joined the same room, it was found that the video and audio quality were significantly decreased and caused a failure. This means, 6 participants were at the threshold of the quality of the system, after this threshold the quality was insufficient. Table (1), presents the quality of video and audio among seven peers.

<table>
<thead>
<tr>
<th>Number</th>
<th>No. of peer</th>
<th>Duration</th>
<th>Audio Quality</th>
<th>Video Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>2-3</td>
<td>3 minutes</td>
<td>Excellent</td>
<td>Excellent</td>
</tr>
<tr>
<td>2.</td>
<td>3-4</td>
<td>3 minutes</td>
<td>Between acceptable and unacceptable</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>3.</td>
<td>6 and more</td>
<td>3 minutes</td>
<td>Almost unacceptable</td>
<td>Almost unacceptable</td>
</tr>
<tr>
<td>4.</td>
<td>7 and more</td>
<td>3 minutes</td>
<td>Not connected</td>
<td>Not connected</td>
</tr>
</tbody>
</table>

3.3.3 Mesh Topology Evaluation

The use of mesh topology enables participants to download/upload video streaming from/to neighbors’ participants at the same time, also the mesh topology is considered a complex topology [20]. This is because it consumes CPU capacity and needs high-speed bandwidth, which is also proved in the study of [21]. This means high CPU performance leads to having more participants joining the conference as well as better communication quality as indicated in [21][22]. In this regard, [23] showed that the CPUs in mesh topology consumed a lot. This is due to the encoding/decoding processes on videos especially when this kind of process is needed multiple times in parallel. Another drawback in the mesh can be on the client-side, which is a massive bottleneck that can be caused by bandwidth differences among users.

3.3.4 CPU Usage

As mentioned, in the mesh topology high load of communications is handled because of a high frequency of sending/receiving processes performed. These processes are performed at the same time for video and audio streaming, as a side effect, the whole performance is affected. The work of [22] proved that the CPU loads are significantly affected when using the mesh topology.

3.3.5 Quality of Experience (QoE) Evaluation

It was mentioned that video/audio quality for two to ten participants was gradually increased. In the Quality of Experience (QoE) evaluation, several participants were involved in the experiments using some questionnaires. The participants were asked about their experience in the presented system, their responses are presented in Table 2. The analysis of the responses showed excellent reflections on the quality of audio and video. This result reflects the case when having three users who use 4G networks. Based on these results, it can be inferred that bandwidth is crucial in affecting the quality of audio and video. Moreover, CPU performance is driven by the number of participants in a session and the loads can be significantly increased when increasing this number. However, CPU performance, in this case, can become better after the initiation of the communications among users. Also, the signaling may cause a delay at the time of sending requests and receiving responses.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Very Bad</th>
<th>Bad</th>
<th>Fair</th>
<th>Good</th>
<th>Excellent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assess the quality of video using Socket.io protocol</td>
<td></td>
<td>3-5 users</td>
<td></td>
<td>2 users</td>
<td></td>
</tr>
<tr>
<td>Assess the quality of audio through the session</td>
<td></td>
<td>4 users</td>
<td></td>
<td>3 users</td>
<td></td>
</tr>
<tr>
<td>Assess the quality of video through the session</td>
<td>4 users</td>
<td>3 users</td>
<td></td>
<td>2 users</td>
<td></td>
</tr>
<tr>
<td>Assess the resilience of the connection</td>
<td>3 users</td>
<td>3 users</td>
<td></td>
<td>2 users</td>
<td></td>
</tr>
<tr>
<td>Assess the echo through the session</td>
<td>4 users</td>
<td>3 users</td>
<td></td>
<td>2 users</td>
<td></td>
</tr>
</tbody>
</table>
4. Discussions

In this work and according to the obtained results, it can be observed that Socket.io was useful in a mesh topology and supported the communications among different web browsers. Also, the signalling mechanism was able to handle the communications over the Internet. Moreover, signalling has the ability to provide bi-directional video conferencing and maintains sessions to stay active even when a user left the room. Another ability of signalling was shown, which was the ability to control the streaming and allow only authorized participants to join particular rooms. Another feature, it can be developed with no need for external devices or cloud/server support. This paper can be considered the first work that develops a “WebRTC Bi-Directional” video conferencing using 4G networks. It should be mentioned that the proposed approach does not support the Opera web browser.

The results also showed that some issues were faced in the quality of video/audio considering low bandwidth and low CPU specifications. This phenomenon is termed “CPU stress”. It depends on many factors such as the used codecs and the defined quality of videos/audios. Besides, the differences in bandwidths among system users can be considered as an important factor in the quality of the exchanged videos/audios. Furthermore, it can be said that CPU specs play a crucial role in handling communications among a high number of users. Similarly, the bandwidth also plays a leading role in the quality of audio/video. The Socket.io signalling mechanism was not able to handle more than three users, which is a threshold of this mechanism. This mechanism also caused a high delay time when initiating the communications among network peers. Finally, the QoE confirmed that the presented testbed environment was sufficient for users.

5. Conclusion and Future Work

This work presented a WebRTC bi-directional approach for video conferencing in a mesh topology. The approach used the Internet in the experiments. The implementation of the proposed approach was real-time-based. Also, the Socket.io signalling mechanism was used to handle all the communications among participants. Besides, the work also performed a comprehensive analysis and evaluation of the performance in terms of CPU usage, signalling in Socket.io, Quality of Experience, and the mesh topology. The evaluation was performed in a physical environment. In addition, the evaluation was performed using different web browsers. Practically, the applications of this work can be applied to entertainment games, e-Learning and so on. As future work, the proposed approach can be extended to use different signaling mechanisms over the WebRTC. This work includes a lot of directions to be developed and investigated by developers.
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