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ABSTRACT 

Bank loans play a crucial role in the development of banks investment business. 

Nowadays, there are many risk-related issues associated with bank loans. With the advent 

of computerization systems, banks have become able to register borrowers' data according 

their criteria. In fact, there is a tremendous amount of borrowers’ data, which makes the 

process of load management a challenging task. Many studies have utilized data mining 

algorithms for the purpose of loans classification in terms of repayment or when the loans 

are not based on customers’ financial history. This kind of algorithms can help banks in 

making grant decisions for their customers. In this paper, the performance of machine 

learning algorithms has been compared for the purpose of classifying bank loan risks using 

the standard criteria and then choosing (Multilayer Perceptron) as it has given best 

accuracy compared to RandomForest, BayesNet, NaiveBayes and DTJ48 algorithms. 

Keywords: Bank loans, machine learning algorithms, Multilayer Perceptron, classification, 

accuracy, ROC. 
 التنبؤ بمخاطر القروض المصرفية باستخدام خوارزميات تعلم الالة
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 جامعة الموصل، الموصل، العراق
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 الملخص

تلعب القروض المصرفية دوراً حاسماً في تطوير الأعمال الاستثمارية للبنوك. في الوقت الحاضر ، هناك العديد 
من القضايا المرتبطة بمخاطر القروض المصرفية. مع ظهور أنظمة الحوسبة ، أصبحت البنوك قادرة على تسجيل 

ئلة من بيانات المقترضين ، مما يجعل عملية اتخاذ القرار بيانات المقترضين وفقًا لمعاييرها. في الواقع ، هناك كمية ها
لغرض تصنيف القروض من حيث الايفاء أو تنقيب البيانات مهمة صعبة. استخدمت العديد من الدراسات خوارزميات 

البنوك عدم الايفاء بسداد القرض بالاعتماد على بيانات المقترضين السابقة . يمكن لهذا النوع من الخوارزميات مساعدة 
في اتخاذ قرارات المنح لعملائها. في هذه الورقة ، تمت مقارنة أداء خوارزميات التعلم الآلي لغرض تصنيف مخاطر 

 Multilayer) متعددة الطبقات العصبيةالقروض المصرفية باستخدام المعايير القياسية ثم اختيار الشبكات 
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Perceptron)   مياتحيث أنها أعطت أفضل دقة مقارنة بخوارز RandomForest) , BayesNet , NaiveBayes 

& DTJ48).  

الدقة ، التصنيف، متعددة الطبقات شبكات العصبية، خورزميات تعلم الالة، القروض المصرفية الكلمات المفتاحية:
,ROC. 

I Introduction: 

Granting loans is an essential part of the work of any bank. Most of the banks’ profits 

come from the benefits that are taken on these loans and most of the capital is in them. 

These days many banks agree on the loan after verification and validation, but there is still 

no whether the applicant is the appropriate applicant [13, 14].  

 Machine learning algorithms have been used in many areas of business, business 

administration, human resource management and medical purposes and have shown good 

success in data mining and decision support systems [3]. 

In the proposed paper, the use of neuronal networks as one of the machine learning 

algorithms for the purpose of classifying bank loans in terms of risks depending on the data 

in banks for previous loans and training algorithms in classifying loans using the 

characteristics of the borrower and comparing the performance of the neuronal network 

algorithm with decision trees j48, random forests and statistical methods (NaiveBayes , 

BayesNet). 

II Methods:   

In this section, we summarize the machine learning algorithms that were used for the 

purpose of classifying and forecasting loan risks. 

A. DT J48, is one of algorithms used for making a decision tree developed by Ross 

Quinlan [1, 8]. The tree is built in the same way as building Iterative Dichotomiser 3 (ID3), 

where the contract is chosen based on the concept of gain, where the attribute with the 

highest classification ability (highest gain) is considered as the root of the tree that is 

branched into leaves. These leaves also choose (in the same way) the attribute with the 

ability to rank higher than the remaining attribute at the next level. This separation 

continues until the entire tree is built [5, 11]. The attribute selection for each node is based 

on the following three measurements: 
 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑡) =  − ∑ 𝑝(𝑖|𝑡) 𝑙𝑜𝑔2
𝑐−1
𝑖=0 𝑝(𝑖|𝑡)                                                                          (1) 

𝐺𝑖𝑛𝑖 (𝑡) = 1 −  ∑ [𝑝(𝑖|𝑡)]2𝑐−1
𝑖=0                                                                                            (2) 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟(𝑡) = 1 − [𝑝(𝑖|𝑡)]                                                                           (3) 
 

Where c is the number of class and p(i|t) indicates the probability of records belonging to 

that class. 
 

B. Random Forest the RF approach, it is based on the creation of many taxonomy trees 

based on different subsets of data using random subsections of available variables. The 

overall result of this approach creating and refining a set of correct theories and 

assumptions represented by trees, and combine trees in a “forest of classifiers” that its final 

decision depends on the results of the different decision trees. An additional powerful 

advantage of this approach, it is based on decentralized group behavior without any central 
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or hierarchical learning structure [11]. Each tree is built similar to J48 and the final result 

depends on the average output of those trees, as in the following equation: 

𝑅𝐹𝑖 =  
∑ 𝑇𝑗

𝑁
                                                                                                                            (4)                                              

RF sub (i): the end result of feature i from all trees in the RF model 

T sub (j): the output of tree for i in tree j 
 

C. Bayes’s theorem 

It is one of statistical probability theories used to predict the occurrence of a particular 

event based on the attribute of that event. It can be performed by calculating the probability 

of each attribute and its impact on the occurrence of that event [10]. Bayes’s theorem is 

mathematically represented by the following formula: 

𝑝(𝑥) =  
𝑝(𝑦)𝑝(𝑦)

𝑝(𝑥)
                                                                                                                   (5) 

 

Where is: 

 𝑝(𝑥) : The probability that y will occur if event x occurs. 

 𝑝(𝑦) : The overall probability of a result of that class. 

 𝑝(𝑥) : The probability that event will occur for all events within a particular attribute. 

 In this paper, two types of Bayes' theory have been used 

1. BayesNet, it is a probabilistic graphical model that uses Bayesian reasoning to calculate 

probabilities. The Bayesian network relies on conditional dependence, causation, and 

inferring from random variables by calculating these probabilities and according to the 

influence of each factor.  

2. NaiveBayes, is one of probabilistic classifiers family that based on Bayesian theorem. 

This model is based on the principle of a maximum a posteriori decision rule and takes. 

The probability of each attribute independently without considering the relationships 

between those attributes. 

D. Multilayer Perceptron, it is a mathematical model that derives its principle from the way 

neurons work in the human brain. The network consists of a group of artificial cells linked 

by connections. The work of Neuronal networks is based on the principle of parallelism 

that enables the network to analyze many problems with multiple variables [8, 11]. The 

multi-layered neural network is composed of an input layer that in turn receives the input 

values for the network and a number of hidden layers depending on the network structure. 

In this research we use a network with one hidden layer and this layer is called hidden 

because it is considered as a black box for the user as its inputs are the outputs of the input 

layer and its results are the inputs of the last layer in the sense that its inputs and outputs are 

not visible to the user and finally the output layer which consists of one [11]. The 

mathematical formula of a neuron is the following equation: 

𝑌𝑘 = 𝑓(∑ 𝑊𝑗𝑘𝑋𝑗 + 𝐵𝐾)                                                                                                       (6) 

Where is: 

 {𝑋1, 𝑋2, … … . 𝑋𝑗} : Input signal. 

{𝑊1, 𝑊2, … … . 𝑊𝑗} : Weights for the neuron k. 

𝐵𝐾 : It represents bias that can be counted as one of the weights. 

𝑓 : Activation function. 
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III Dataset 

The dataset used for classification purpose entitled "German Credit data" collected 

from UCI repository that contains 1000 Instances, 11 attributes as shown in Table (1). 
 

Table 1: German Credit dataset 
 

 
 

 After the preprocessing step, dataset become 24 numerical attributes and 1 binary 

classifier because when converting columns with categorical data to numeric, they will 

become more than one column [4]. The dataset is divided into two subsets, 80% of the data 

for training, and then 20% of these data was used for testing. The chosen dataset contains 

two formats of data (original data, numerical data). The numerical dataset was used to 

compare it with various machine learning algorithms.  

VI Implementation 

The performance comparisons were applied to 1,000 cases, including 700 loan 

repayments and 300 payment default loans. The weka Version 3.8.4 environment was used 

for this research for the purpose of model building and testing [6]. The proposed algorithms 

were trained using a dataset consisting of 800 instances of loans through supervised 

learning and targeted data (YES, NO) YES in the case of loan repayment and NO in case of 

payment defaulted after training the algorithms, a trainer model for each algorithm was 

obtained. The algorithms were tested using a test set of 200 Instances then we obtained the 

results of each algorithm and analyzed those results as shown in the figure 2. 
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Figure (2): Proposed frame work 

 

The results were analyzed by comparing the performance of each algorithm using 

several measurements as shown in Table 2 where it appeared that neuronal networks 

possess the highest accuracy compared to the other of the algorithms. 
 

Table (2): Compare the performance of the algorithms 

Classification 

algorithm 

Root 

relative 

squared 

error 

Relative 

absolute 

error 

Root 

mean 

squared 

error 

Mean 

absolute 

error 

Kappa 

statisti

c 

Incorrect

ly 

Classifie

d 

Instance

s 

Correctly 

Classified 

Instances 

DT J48 105.3969% 76.8996% 0.4762 0.3198 0.3599 26.5 % 73.5 % 

BayesNet 89.0378% 78.5019% 0.4023 0.3264 0.33 25 % 75 % 

NaiveBayes 87.3059% 65.147 % 0.3945 0.2709 0.4268 22.5    % 77.5 % 

RandomForest 85.048% 74.587 % 0.3843 0.3101 0.4271 21.5 % 78.5 % 

Multilayer 

Perceptron 
85.3731% 58.26% 0.3823 0.2411 0.4631 20 % 80 % 

 

In machine learning algorithms, there are standard measurements used to explain the 

performance of each algorithm with respect to the targeted data. In this paper, there are two 

targeted values YES in the case of payment and NO in the case of default. The performance 

of each algorithm was as shown in Table 3. 

Dataset of loan 

Classification algorithms 

Predictive models 

Results 

Training dataset Testing dataset 

Compare and analyze results 

Preprocess data 

Test models 
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Table (3): Performance measures of machine learning standard 

 
 

One important metric for measuring the performance of binary classification 

algorithms is Receiver Operating Characteristic (ROC), which showed the separatability of 

each algorithm depending on (true positive rate) and (false positive rate). Multi-layer 

neuronal networks have the potential for higher separation compared to the rest of the 

algorithms on this type of dataset as shown in Figure (3-7).  

 

 

 

 
 
 
 
 
 
 
 
 
 

Figure (3): ROC curve for the model DT j48 
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Figure (4): ROC curve for the model BayesNet 

 
Figure (5): ROC curve for the model NaiveBayes 
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Figure (6): ROC curve for the model RandomForest 

 
 

 
Figure (7): ROC curve for the model Multilayer Perceptron 
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Conclusion: 

Machine learning algorithms play a significant role in predicting the risks of bank 

loans and decision support systems. The choice of the algorithm used to make the decision 

(whether the borrower will default), which is the key to addressing decision management 

when issuing a loan. In this paper, the performance of machine learning algorithms has 

been tested and their performance compared to standard measurements used on a dataset 

that includes 1000 loans and their repayment status. Finally, the results showed the 

possibility of using the proposed algorithms for this purpose with acceptable accuracy rates 

and superiority of the neural networks for this purpose. 
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