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ABSTRACT 

The different types of white blood cells equips us an important data for 

diagnosing and identifying of many diseases. The automation of this task can save time 

and avoid errors in the identification process. In this paper, we explore whether using 

shape features of nucleus is sufficient to classify white blood cells or not. According to 

this, an automatic system is implemented that is able to identify and analyze White 

Blood Cells (WBCs) into five categories (Basophil, Eosinophil, Lymphocyte, 

Monocyte, and Neutrophil). Four steps are required for such a system; the first step 

represents the segmentation of the cell images and the second step involves the scanning 

of each segmented image to prepare its dataset. Extracting the shapes and textures from 

scanned image are performed in the third step. Finally, different machine learning 

algorithms such as (K* classifier, Additive Regression, Bagging, Input Mapped 

Classifier, or Decision Table) is separately applied to the extracted (shapes and textures) 

to obtain the results. Each algorithm results are compared to select the best one 

according to different criteria’s. 

Keywords: Machine learning (ML), Classification, Segmentation, digital image, image 

extraction, and histogram 

  تصنيف الصور الطبية باستخدام خوارزميات التعلم الآلي المختلفة 

 سامي حسين اسماعيل شهاب وهاب كريم المختارفراس هشام 

قسم أنظمة المعلومات، جامعة  
 الكاثوليك، أربيل، العراق

كلية الهندسة التقنية، جامعة  
 بوليتكنيك، أربيك، العراق

المعهد التقني بردرش، جامعة  
 بوليتكنيك، دهوك، العراق

 02/02/2020 ريخ قبول البحث:ات                                    28/11/2019 ريخ استلام البحث:ات

 الملخص
تزودنا الأنواع المختلفة لخلايا الدم البيضاء ببيانات مهمة لتشخيص وتحديد العديد من الأمراض. التشغيل  

يمكن أن يوفر الوقت ويتجنب الأخطاء في التشخيص. في هذا البحث، نستكشف ما إذا كان  المهامالآلي لهذه 
استخدام ملامح الشكل للنواة كافٍ لتصنيف خلايا الدم البيضاء أم لا. وفقًا لهذا، يتم تنفيذ نظام أوتوماتيكي قادر 

،  Basophil  ،Eosinophil( إلى خمس فئات )WBCsعلى تحديد وتحليل خلايا الدم البيضاء )
Lymphocyte  ،Monocyteو ،Neutrophilتمثل الخطوة الأولى ، (. يتطلب أربع خطوات لمثل هذا النظام

تجزئة صور للخلايا وتنطوي الخطوة الثانية على مسح كل صورة مجزأة لإعداد مجموعة البيانات الخاصة بها. 
، يتم تطبيق خوارزميات . أخيرًافي الخطوة الثالثةاستخراج الأشكال والنسيج من الصورة الممسوحة يتم القيام به 

، التصنيف المطبق، أو جدول القرار( نيف، الانحدار المضاف، التغليف* التص Kالتعلم الآلي المختلفة مثل )

https://www.dpu.edu.krd/web/page/en/1967/
https://www.dpu.edu.krd/web/page/en/1967/
https://epu.edu.iq/engineering-technical-college/
https://epu.edu.iq/engineering-technical-college/
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يطبق بشكل منفصل على المستخرج )الأشكال والنسيج( للحصول على النتائج. تتم مقارنة نتائج كل خوارزمية 
 فقًا لمعايير مختلفة.لتحديد أفضلها و 

 ، الصور الرقمية، استخراج الصور، الرسم البياني.، التجزئة، التصنيف(MLالتعلم الآلي ) مفتاحية:الكلمات ال
I. Introduction 

In medicine, further especially those areas of hematology and dangerous 

infections, classifying various types of blood cells can be utilized as tools in the medical 

analysis, by counting the repetitions of individual cells and match it with the number 

taken from the normal blood samples. The examination of the microscopic images of 

blood cells shows an important knowledge about the patient's health. Nevertheless, the 

examination of blood cells through hand-operated mechanism is sensitive to wrong, 

slow process and an extremely time-consuming by means of the various morphological 

highlights concerning the cells [1]. 

Jaroonrut and Charnchai [2] proposed a method that involves a classification, 

feature extraction, nucleus segmentation, pre-processing, feature selection, and cell 

segmentation to decide about identifying the blood ailments. 

Using Otsu's threshold techniques, Anjali and Bhadauria [3] try to limit the nucleus 

from blood smear images then work on expanding the histogram of the image after the 

application of special filters to decrease image noise and rising the illumination of 

nucleus. A mathematical morphological process are used to extract some elements not 

considered as WBCs, then shape-based characteristics are selected to classify them into 

different categories.  

Sedat and Karhan [4] proposed an automatic method for counting, doing size 

measurement, and then classifying the white blood cells according to genetics methods. 

Siddhartha and Bibek [5] propose a computerized system that can use several image 

processing techniques to recognize the white blood cell found in a microscopic image of 

a human blood samplewith the aid of Neural Network methods. In this paper, a dataset 

with hundreds of images of white blood cells are examined and classified depending on 

several methods. The classification process will help to diagnose particularly each 

disease in a quick and automatic way. Pathological specialist’s works on several 

examinations of blood to analyze and diagnose. Some of these analyses are 

concentrating on the elements of blood itself; others work on the elements detected in 

the blood to recognize irregular functioning from different members.  

Therefore, we introduce a method that will support pathologists for recognizing 

quantity of blood cell depending on the process of segmentation which lead to support 

the detection of the diseases. In our work, a special enhanced algorithm is used to 

extract and segment the WBC, then, machine learning algorithms are utilized for the 

classification process to get the ultimate results.  

The sections of this paper can be organized as follows: section one is the 

introduction, while the second section explains the Image Pre-processing. The third 

section displays the machine learning algorithms that are used for classifications, and 

our proposed method illustrates in the fourth part. Analysis and results will be explained 

in the fifth part. The final section will clarify the conclusions of this study followed by 

references. 

II. Image Preprocessing 

Through the various applications of real-time medical diagnostics, digital image 

processing becomes very necessary in the field of health regard. Some of the data are 
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imperfect and not clear, also these data are expected to include unnecessary and 

repetitive information or errors [6]. Data preprocessing, which is an essential part of 

data digging techniques, used to help reconstructing the raw data to an acceptable 

format [7]. Then machine learning techniques are performed to do a significant task in 

the process of data analyses. This section outlines some important data managing 

techniques, including data purifying, data transformation, and data modulation. Data 

preprocessing in general, consists of converting the collection of data attributes to 

another form in order to allow the appropriate data mining or machine learning 

technique to obtain better results [8]-[11]. Classifier development is one of the 

commonly researched issues within data mining and machine learning areas, comes 

with thousands of algorithms and models. The quality of these learned models depends 

on the essence of the training data. There is no way to discover which classifier inducer 

is good to apply. Especially, if the training data are unreliable, then bad models will 

result [12]. In common, digital image processing involves four major fields (Figure. 1) 

as shown below.  

Image formation holds all the levels of obtaining the image form a digital matrix. Image 

visualization process uses all kind of manipulations to the image matrix so as to produce 

an image optimized product. In the analysis process of the image, all levels of 

processing, which is applied on quantitative measurements are used for detailing the 

biomedical pictures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

All of these operations need a priori information on the kernel of the image 

details, which must be merged with algorithms to work on the highest level of 

abstraction. Subsequently, the image analysis method is very definite, and enhanced 

algorithms works in a quick way into other usage areas. Image administration gathers all 

the methods that includes efficient warehouse, communication, archiving, transmission, 

and image data retrieval (access). So, the methods of telemedicine are also considered 

as a section of the image administration [13]. Indifference to image analysis, usually 

pointed to as a high-level image processing, low-level processing means standard or 

Figure 1: Image Processing Module [12]. 
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impulsive procedures that can be achieved with no need for any information’s about the 

images. This kind of algorithms has related wares despite the content of the images [13]. 

The primary step in this method needs a tracer for image to transform the signal into 

digital image, or images can be grabbed in RGB color format from online medical 

library or clinic blood sample images and then changed into a grayscale level. Figure 2a 

shows a human blood cell with four WBCs and also several RBCs (Red Blood Cells) all 

under microscopic perspective [6].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

In blood cell image exposure, enhancement methods are very important, for the 

objective of reducing noise. Cell segmentation requires the elimination of background 

containing RBC’s, platelets, and different things of the image obtained. White blood 

cells, the objects of powers, grow as the product of the segmentation process. Accurate 

segmentation should result in a complete white blood cell, including the nucleus and the 

cytoplasm. The form of the nucleus, its area, texture, and the proportion of its content in 

the cell are considered to be some of the features that are needed to classify the cell. 

Image segmentation is the most significant step in image processing, and it will 

instantly change succeeding processing. By scientific theories, image segmentation has 

performed excellent development and a lot of novel segmenting algorithms have been 

introduced. However the best methods have their own defects. As for cell images, 

owing to the complicated universe, it nevertheless continues a challenging responsibility 

to separate and counts them [7].  

III. Classification Algorithms 

The operations of ML can be utilized after scanning the image, converting it to 

binary and then segmented for further processing. A vertical and horizontal scanning of 

the image is needed to set the values of (top, right, left and bottom) borders needed to 

surround the region of the investigated cell [14]. Machine learning (ML) is an algorithm 

set particularly agreed to forecast. Those ML techniques are simple to perform also 

offer better results than the standard mathematical approaches to classify the images 

[15].  

Classification techniques can predict a confident result depending on the offered 

input. To predict the result, the technique uses a collection of properties for the purpose 

of training and the result, will be announced as either object or forecast characteristic. 

The classification technique selects pixels in the image to sections or categories of 

concern. There are couple models of classification algorithms supervised, and 

Figure 2: (a) Microscopic image of human blood cell   (b) 

histogram of the image 
                      a                                                       b                     
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unsupervised. Supervised classification utilizes the phantom marks received from 

training samples unless data to analyze dataset or image. Unsupervised classification 

identifies spectral classes in a multiband image without the analyst’s intervention. The 

unsupervised Image Classification algorithms uses a technology to build a set of clusters 

then investigate the quality of the clusters which in turn passes the result to the decision 

algorithm [16].  

To classify the set of data into various subsets or classes, the correlation between 

the classes and the data within which they are classified are necessarily be known. In 

this paper, five machine learning algorithms will be presented, the mathematical model 

behind these algorithms is illustrated as follow: 

A. K-Star Classification Algorithm:  

K-star or K* is a classifier that work on instance-based technique. This algorithm 

try to examine the instance if it is related to any of the training dataset using a 

correlation function. This method deviates from different instance-based learners in that 

it uses a function called entropy-based function. This function classifies the situation by 

assigning it to the set of data that are pre-defined and classified models. The important 

thing about this theory is that comparable situations bestowal own similar classifications 

[17]. 

B. Additive Regression: 

 Meta classifier that improves the appearance of a regression base classifier. All 

repetition provides a pattern to the residuals devised by the classifier on the prior 

iteration. The forecast is achieved by attaching the forecasts of any good classifier. 

Overcoming the reduction (learning rate) parameter supports limit overfitting and 

produces a smoothing impact but enhances the learning experience [18]. 

C. Bagging:  

Bagging is a technique for enhancing the outcomes of machine learning 

classification algorithms. This technique was expressed by Leo Breiman and its title 

was understood of the expression “bootstrap aggregating” [19]. In the state of 

classification within couple possible groups, a classification algorithm produces a 

classifier H: D Æ {-1,1} on the principle of a foundation set of example information D. 

The bagging technique builds a series of classifiers Hm, m=1,…,M in regard to 

qualifications of the training set. These classifiers are mixed into a composite classifier 

[20]. 

D. Input Mapped Classifier:  

Envelope classifier that labels inappropriate training and test data by developing a 

mapping within the training data that a classifier has produced including the incoming 

test situations' construction. Model characteristics that are not observed in the incoming 

situations obtain missing values, then take incoming unnecessary characteristic values 

that the classifier has not observed previously. A new classifier can be trained or an 

actual one stored from a file [21]. 

E. Decision Table:  

A Decision Table is a technique utilized to produce a full set of test cases without 

utilizing the inherent construction of the application in issue. In sequence to produce test 

instances, we utilize a table to receive the input and output values of a program. Such a 

table is divided up into four parts (Stub portions, Actions, Entry portions, and 

Conditions) [22]. 

  

https://wiki.pentaho.com/display/DATAMINING/InputMappedClassifier
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IV. Algorithms and Experiments  

A. Methodology  

Image enhancement is the starting step in the pre-processing steps which involves 

performing a set of operation required for better further processing. These include 

histogram equalization to enhance the contrast (we will call the image in this step as X) 

then apply linear contrast stretching (result will be called Y) to whiten the image in 

general.  Later on, highlight the entire image object and take off all the ingredients of 

the blood with the minimum effect of malformation. Another step is to decrease the 

image din and apply a global threshold to convert it to a binary image. Finally, apply 

morphological process for removing small pixel groups. In the operation of 

morphology, the state of the pixels of the output image depends on the correlation of the 

input image with its neighbor similar pixels. Working on this image depend on the 

shape, the size of the structure component and on the amount of the pixels removed or 

added.  

Various morphological processes utilize the method of Dilation and Erosion in dealing 

with objects inside the image. Dilation a technique that add pixels to the borders of the 

objects in an image, while erosion technique is used to delete some of the unnecessary 

pixels from the object borders. The suggested system tries to scan the image and use 

these two techniques to extract the white shapes inside the image and neglect the black 

one’s adding or removing some pixels from the shapes borders as necessary.  

The proposed system tries to scan the image vertically from top to bottom, 

registering the highest pixel values from each cell region into a specific list, then repeat 

the same scanning process horizontally. Now, the final list contains all the information’s 

needed about the objects exists in the image. This method increases processing 

efficiency and make it easy for the next step to be performed. 

Feature selection mechanisms are extremely influenced by the performance of the 

classifier chosen and vice versa. To get robust and powerful classifications, the features 

must be enough to describe all WBC subgroup in a perfect way, and also keep these 

WBC isolated from each other. Our proposed system creates an N-dimensional table of 

feature vectors which includes texture, shape and intensity features. After extracting the 

significant features from each WBC, vectors of the data are named according to that 

feature. A subsequent action is taken by converting the feature vectors into a collection 

of attributes used by the classifier procedures. Different classification techniques are 

used to deal the WBC identification process. 

B. Experimental Results 

The WBC microscopic images that are used for the experiments have been taken 

from the central public health Laboratory in Duhok city – Kurdistan Region, Iraq. 

Images are captured from smear slides by a Nikon 50i microscope, equipped with a 

Nikon color camera DP5M. 

Before presenting and discussing the result, we start to present the criteria (Correlation 

coefficient, Mean absolute error, Root-mean-square deviation, Relative absolute error, 

and Root relative squared error) used to produce the output. The first criteria are the 

correlation coefficient which measures the firmness and the trend of a linear correlation 

between two variables. The values of this criteria extent from 0 to 1. The nearer the 

absolute value to 1, is the solid the relationship is. Zero means weak relationship 

between the variables [23].   
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Mean Absolute Error (MAE) is a statistical fault measurement so that this method 

calculates the average of the distances between each two values of the real data (Zt) and 

fitted predicted data (Z’t ) points. MAE is calculated by taking the average of the 

absolute errors and is most appropriate when the cost of forecast errors is proportional 

to the absolute size of the forecast errors. MAE is given by:  
 

MAE=
1

𝑁
∑ |𝑍′𝑡 − 𝑍𝑡|
𝑁
𝑡 ) = 

1

𝑁
∑ |𝑒𝑡|
𝑁
𝑡                                             (1) 

 

Suppose, (e1,t ,e2,t ) , t= 1, 2, …m are h-step out-of-sample forecast errors of 

models 1 and 2, respectively. Taking MAE as a measure of prediction loss, the loss 

differential from the two models can be expressed as dt =| e1t |-| e2t |, t = 1, 2, … m [24]. 

The Root Means Square Deviation (RMSD) (has another name (Root Mean Square 

Error (RMSE)) is used to find the diveations between values predicted by a model and 

the values actually spotted from the real model. These solo deviations are named 

residuals, the RMSD works to sum them all into a single measure of predictive power. 

The RMSD of the prediction model with respect to the estimated variable Xmodel is 

defined as the square root of the mean squared error: 

n

XX
RMSD

n

i idelmoiobs 


 1

2

,, )(
                                                   (2) 

Such that Xobs is observed values and Xmodel is modeled values at time/place i. The 

RMSD values can be used to differentiate between the model performances in a 

calibration period, with a validation period to compare the individual model 

performance to the predictive models. RMSD can be found by taking square root of the 

average of each squared errors. So, the effect of each error on RMSD is so dependable 

on the size of the squared error; larger errors have a disproportionately large effect on 

RMSD [24]. 

Relative Absolute Error (RSE) is the difference degrees between the absolute 

deviation obtained from the prediction model and the one obtained by directly 

speculating the training sample. It is inversely proportional to prediction accuracy. The 

minimum the RSE is, the maximum the accuracy of the prediction can be: 
 

𝑅𝑆𝐸 =
∑ |𝑓𝑖−𝑦𝑖|
𝑛
𝑖=1

∑ |𝑓′𝑖
𝑛
𝑖=1 −𝑦𝑖|′

                                                       (3) 

 

RRSE (Root Relative Squared Error) is also used and can be calculated as 

follows:   
 

𝑅𝑅𝑆𝐸 =
∑ |𝑓𝑖−𝑦𝑖|

2𝑛
𝑖=1

∑ |𝑓′𝑖−𝑦1|′
2𝑛

𝑖=1

                                                      (4) 

 

RRSE which is also inversely proportional to prediction accuracy. The minimum 

the RRSE is, the maximum the prediction accuracy can be [25]-[26]. 

A group of microscopic medical pictures were captured from the central public 

health Laboratory in Duhok city for investigation. After applying the mentioned 

classification algorithms in section III, we present the results of different criteria as 

shown in Table 1.  The output of the classification algorithms are divided into five 

different models (Basophil, Eosinophil, Lymphocyte, Monocyte, and Neutrophil). 
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Figure 3: Correlation Coefficient 

 

 
Figure 4: Mean absolute error 
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Table 1: Evaluation of WBC images classification 
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Figure 5: Root mean squared error 

 

 
Figure 6: Relative Absolute Error 

 

 
Figure 7: Root relative squared error 

 

  

From the figures above (Fig 3 – Fig 7), we can conclude that the K* classifier is 

better than the other mention algorithms followed be Decision table algorithm. 

V. Conclusion 

In this paper, we proposed a system that automatically identifies the existence of 

the WBCs in the medical images. It also does image segmentation, improvement and 

classification. Different types of measurements are performed for the classification step 

such as (Root-mean-square deviation, Correlation coefficient, Relative absolute error, 

Mean Absolute Error, Root relative squared error and K* algorithms). According to the 

results of these measurements, the WBC images are classified into five types (Basophil, 

Eosinophil, Lymphocyte, Monocyte, and Neutrophil).  
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The experimental results show that K* classifier is the best among all the others to 

work on our dataset. The operations of morphological analysis are used to decrease the 

image corrodes and to improve the important features (Image intensity, shape, texture, 

and color) during the identification process. In future works, we will extend this study to 

work on another method of medical image classification. 
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