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ABSTRACT

This paper tackles some linear feedback control strategies, where we take a 3D chaotic system with a five critical point of unstability, which is discovered by scientist [Zhu Congxu, 2010]. So we applied some linear feedback strategies: first strategy Ordinary Feedback Control and the second strategy Dislocate Feedback Control on this system at origin point and we noticed that a necessary condition for suppression is getting positive feedback coefficient; but this condition fails at some strategies. For this reason, we focused on these cases in our search, and design more than a strategy for studying these different situations. Theoretical analysis and numerical simulation check the validity of the results obtained.
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1. Introduction

One can view the dynamical systems as the result of some physical systems that have evolved over time, such as planetary motion under the influence of gravity. If we wanted to know the fate of this system for a long period of time, for example, is that the planets in this system and in an infinite period of time will collide and that this system will remain the same in all cases. For some systems (such as two planet) ones these simple questions are evident to answer in the delightful system (planetary motion) is stable and balanced. But in some interesting and complex systems malfunction might
occur and sometimes even spacing initial conditions and that is why we study some chaotic dynamic systems [8].

In 1963 American scientist Edward Lorenz discovered the first chaotic system by accident through his work in meteorology and the first contributors to the chaos, which coined the term butterfly effect. Chaotic systems have been studied for over 45 years. And since then many theories developed to analyze and synthesis chaotic systems and made many studies in this field [5].

Chaos has been well-known within the scientific, engineering and mathematical communities as an interesting, complex, dynamical phenomenon. In days, the traditional trend to understand and analyze the situation of chaos to a new phase of the investigation: control and create chaos. More specifically, if the system is stable, be useful in this case, then chaos is useful. As mentioned earlier in the system of planetary motion. However, if the system is chaotic, chaos in this case is harmful and cause many problems, so we must control the chaotic system. In fact, many studies have shown that chaos can be useful or has great potential in many disciplines, and most importantly concern advanced techniques with synchronized chaos. In recent years, controlling and synchronization has become of interesting topics more and more to engineering. Therefore, I suggest different controllers to stabilize the chaotic systems [1] and [2] and [6]. The term feedback refers to having two or more dynamical systems strongly coupled with each other so that if one was affected by these systems in response to external stimulation, either over time or forcing effect sometimes, simply we can say that in this situation it's difficult to control one of these; The first system affected by the second system also second system is influenced by the first system, so we must be use feedback system. In this case we must treat the system as a whole to understand the behavior of a chaotic system [3]. To use the feedback system, chaotic systems feedback algorithms depends mainly on Lyapunov exponent especially if you find positive value one or more of Lyapunov exponent and this is the primary reason for the existence of controller [7].

In 2010 the scientists Zhu, C and Liu, Y. introduced new 3D continuous quadratic autonomous chaotic system, modified from the Lorenz system, and analyzed by means of Lyapunove exponent spectrum, Poincaré mapping, fractal dimension, power spectrum and chaotic behaviors. This new attractors proposed can be also realized with an electronic circuit and have great potential for communication and electronics [9]. Also In 2014 Ali R. and Ziabari, M. T. introduced same as chaotic system and controlled by generalized backstepping method [2].

2. Definitions
Definition (1): Ordinary Feedback Control
In this method we multiple system's variables by unit control and added to unstable a chaotic system provided equivalents to be corresponding to the added variable [4].

Definition (2): Dislocate Feedback Control
In this method we multiple system's variables by unit control and added to unstable a chaotic system provided equivalents to be contrary to the added variable [4].
3. Properties of Chaotic System

The three-dimensional autonomous chaotic system with seven terms and three nonlinear described by the following differential equations [2] and [9]:

\[
\begin{align*}
\dot{x} &= -x - uy + yz \\
\dot{y} &= vy - xz \\
\dot{z} &= -wz + xy
\end{align*}
\]  

(1)

Where \( u, v, \) and \( w \) are real constant parameters and of system (1) if \( u = \frac{3}{2}, v = \frac{5}{2}, w = \frac{49}{10} \) and the following figure described the attractors for this system.

![Attractor of the chaotic system](image)

Figure (1): Attractor of the chaotic system

4. System Equilibrium

Assume that \( v \neq 0, v, w > 0, \) and \( u^2 + 4v > 0. \) The equilibrium of Eq.(1) have been found by solving three equations \( \dot{x} = \dot{y} = \dot{z} = 0. \) It is found that system (1) has five equilibrium, which are: \( P_1(0, 0, 0) ; P_2(x_0, y_+, z+) ; P_3(x_0, y_-, z-) ; P_4(-x_0, -y_-, z-) ; P_5(-x_0, -y_+, z+) \) [9].

where \( x_0 = (vw)^{0.5} \).
The Application of Some Linear Feedback Control Strategies on 3D Chaotic System

\[ y_+ = \frac{1}{2v}((vw)^{0.5}(u + (u^2 + 4v)^{0.5})) \]
\[ z_+ = 0.5((u + (u^2 + 4v)^{0.5})) \]
\[ y_- = \frac{1}{2v}((vw)^{0.5}(u - (u^2 + 4v)^{0.5})) \]
\[ z_- = 0.5((u - (u^2 + 4v)^{0.5})) \]

when \( u = \frac{3}{2}, v = \frac{5}{2}, w = \frac{49}{10} \), the five equilibriums are:

\[ \begin{align*}
P_1 &= \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} , \\
P_2 &= \begin{bmatrix} 7 \\ 2 \\ 7 \\ 2 \\ 5 \\ 2 \end{bmatrix} , \\
P_3 &= \begin{bmatrix} 7 \\ 2 \\ 5 \\ 2 \end{bmatrix} , \\
P_4 &= \begin{bmatrix} 7 \\ 5 \\ 2 \\ 0 \\ 0 \end{bmatrix} , \\
P_5 &= \begin{bmatrix} 7 \\ 2 \\ 0 \\ 0 \\ 0 \end{bmatrix}.
\end{align*} \]

for system (1) the Jacobian matrix [9]:

\[
J = \begin{bmatrix}
\frac{\partial h_1(X)}{\partial x} & \frac{\partial h_1(X)}{\partial y} & \frac{\partial h_1(X)}{\partial z} \\
\frac{\partial h_2(X)}{\partial x} & \frac{\partial h_2(X)}{\partial y} & \frac{\partial h_2(X)}{\partial z} \\
\frac{\partial h_3(X)}{\partial x} & \frac{\partial h_3(X)}{\partial y} & \frac{\partial h_3(X)}{\partial z}
\end{bmatrix}
= \begin{bmatrix}
-1 & z - u & y \\
-z & v & -x \\
y & x & -w
\end{bmatrix}
\]

when we apply this method to control the chaotic of the system (1). Assume that we have chaotic system has the form [4]:

\[ \dot{X} = AX + h(X) \]  \hspace{1cm} (3)

Where

\[ X(t) = [x_1]^T = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^{n+1}, \ i = 1, 2, \ldots, n. \]

\[ A = (a_{ij})_{n \times n} \] is matrix parameters, \( h: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is the nonlinear part of the system. If we add the unit control to the Eq.(3), then the system controlled has the form:

\[ \dot{X} = AX + h(X) + N \]  \hspace{1cm} (4)

The purpose unit control to make \( \lim_{t \to \infty} \|X(t)\| = 0 \). We can present unit control by the form:

\[
N = n_i = \begin{cases}
-kx_i & \text{if } i = j \text{ (ordinary)} \\
-kx_i & \text{if } i \neq j \text{ (dislocate)}
\end{cases}
\]

Such that \( k \) is feedback parameters and \( k > 0 \). This method depends on Routh Hurwitz Theorem, to find exact value of feedback parameter the necessary and sufficient condition to satisfy chaotic control and the feedback parameter must be positive, some time we get more than positive feedback parameter, to select good feedback parameter we use the equation [4]:

\[ k = \bigcap_{i=1}^{n} k_i = k_1 \cap k_2 \cap \ldots \cap k_n \]  \hspace{1cm} (5)

the system (1) has been written by the formula [2] and [9]:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix} = \begin{bmatrix}
-1 & -u & 0 \\
0 & v & 0 \\
0 & 0 & -w
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} + \begin{bmatrix}
yz \\
-xz \\
xy
\end{bmatrix}
\]
Characteristic Equation founded by using \( \det(J_p - \lambda I) = 0 \), and we get

\[
\begin{bmatrix}
-1 - \lambda & z - u & y & -1 - \lambda & z - u \\
- z & v - \lambda & - x & - z & v - \lambda \\
y & x & - w - \lambda & y & x
\end{bmatrix} = 0
\]

\((-1 - \lambda)(v - \lambda)(-w - \lambda) - (z - u)(xy) - (xyz) - (v - \lambda)y^2 + (-1 - \lambda)x^2 + (-w - \lambda)(z - u)z = 0\)

The characteristic equation of the point \( P_1(0,0,0) \) has the form

\[
\lambda^3 + (w + 1 - v)\lambda^2 + (w - v - wv)\lambda - wv = 0
\]

when \( u = \frac{3}{2}, v = \frac{5}{2}, w = \frac{49}{10} \) We get:

\[
\lambda^3 + 3.4\lambda^2 - 9.85\lambda - 12.25 = 0 \quad \text{(6)}
\]

The eigenvalues of characteristic the Eq. (7) are \( \lambda_1 = -1, \lambda_2 = \frac{5}{2} \) and \( \lambda_3 = -\frac{49}{10} \). Here \( \lambda_2 \) is a not negative real number, \( \lambda_1 \) and \( \lambda_3 \) real numbers are two negative. So that, the point \( P_1(0, 0, 0) \) is a saddle point. Also this point \( P_1(0, 0, 0) \) is unstable. For each of the four equilibrium points \( P_2, P_3, P_4 \) and \( P_5 \), the results show that \( \lambda_1 \) is a negative, \( \lambda_2 \) and \( \lambda_3 \) become a pair of complex conjugate eigenvalues with not negative real parts. all, equilibrium points \( P_2, P_3, P_4 \) and \( P_5 \) are all saddle-focus points; so, these equilibrium points are all unstable [2] and [9].

5. Theorems

Theorem (1): The system (1) with control \( N = \begin{bmatrix} 0 \\ n_2 \\ 0 \end{bmatrix} \) and \( n_2 = -ky \), based on ordinary feedback control, then the system (1) converge to the unstable equilibrium \( P_1 \) when \( k \in (2.5, \infty) \).

Proof: The system (1) and new control can be written in the form:

\[
\begin{bmatrix}
x' \\
y' \\
z'
\end{bmatrix} = \begin{bmatrix}
-1 & z - u & 0 \\
- z & v & 0 \\
0 & x & - w
\end{bmatrix} \begin{bmatrix}
x \\
y \\
z
\end{bmatrix} + \begin{bmatrix}
0 \\
- ky \\
0
\end{bmatrix}
\]

Then the characteristic Eq. is:

\[
\lambda^3 + (3.4 + k)\lambda^2 + (5.9k - 9.85)\lambda + (4.9k - 12.25) = 0 \quad \text{(8)}
\]

\[
D=(3.4 + k), \quad E = (5.9k - 9.85) \quad \text{and} \quad F = (4.9k - 12.25)
\]

Now, according to the Routh-Hurwitz Theorem, the Eq. (9) has three eigenvalues all of them are real part and negative if the three conditions are satisfied:

1) \( D > 0 \)
2) \( F > 0 \)
3) \( DE - F > 0 \)
Obviously, from \( D = (3.4 + k) > 0 \), from \( F = (4.9k - 12.25) > 0 \), we have a positive feedback coefficient such that \( k > 2.5 \). Lastly, from the third condition, we have quadratic equation whose form:

\[
5.9k^2 + 5.31k - 21.24 > 0 \tag{10}
\]

By solving the above the inequality of the Eq. (10) we get another positive feedback coefficient as \( k > 1.5 \), so that the active feedback control when \( k > 2.5 \). After testing if we notice that the positive feedback coefficient \( k > 2.5 \) is effective and active on the system (1). Let us take some values of \( k \) and substitute this value in the Eq. (9) we have the following Table 1:

**Table (1) List of eigenvalues corresponding to the characteristic Eq. (9) for different values of \( k \)**

<table>
<thead>
<tr>
<th>Value of ( k )</th>
<th>Characteristic Eq.</th>
<th>Eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( \lambda^3 + 5.4\lambda^2 + 1.95\lambda + 2.45 = 0 )</td>
<td>( \lambda_1 = -4.9 ), ( \lambda_2 = -1 ), ( \lambda_3 = 0.5 )</td>
</tr>
<tr>
<td>2.5</td>
<td>( \lambda^3 + 5.9\lambda^2 + 4.9\lambda = 0 )</td>
<td>( \lambda_1 = -4.9 ), ( \lambda_2 = -1 ), ( \lambda_3 = 0 )</td>
</tr>
<tr>
<td>3</td>
<td>( \lambda^3 + 6.4\lambda^2 + 7.85\lambda + 2.45 = 0 )</td>
<td>( \lambda_1 = -4.9 ), ( \lambda_2 = -1 ), ( \lambda_3 = -0.5 )</td>
</tr>
</tbody>
</table>

![Figure(2) Stabilization of system.](image)

This method is achieved to control system (1), because it has satisfied all three conditions of R.H. T and all eigenvalues that have got it negative, so we can control the behavior of the system and made it stable. The proof is completed.
Theorem (2): The system (1) with control \( N = \begin{bmatrix} n_1 \\ 0 \\ 0 \end{bmatrix} \) and, \( n_1 = -kx \), based on ordinary feedback control, can't be controlled. Although, we get one positive feedback coefficient \( k > 1.5 \).

Proof: The system (1) and new control can be written as in the form:
\[
\begin{bmatrix}
\dot{x} \\ \dot{y} \\ \dot{z}
\end{bmatrix} =
\begin{bmatrix}
-1 & z - u & 0 \\ -z & v & 0 \\ 0 & x & -w
\end{bmatrix}
\begin{bmatrix}
x \\ y \\ z
\end{bmatrix} +
\begin{bmatrix}
0 \\ -kx \\ 0
\end{bmatrix}
\] (11)

Then the characteristic Eq. is:
\[
\lambda^3 + (3.4 + k)\lambda^2 + (2.4k - 9.85)\lambda - 12.25(k + 1) = 0
\] (12)

Obviously \( D = (3.4 + k) \), \( E = (2.4k - 9.85) \) and \( F = -12.25k - 12.25 \), if we solve this \( k < -3.4 \) which implies that the first condition of R. H. T. isn't satisfying (also second condition ). Although, we have one positive feedback coefficient it's \( k > 1.5 \).

\[\text{Figure(3) Numerical simulation of control}\]

Therefore, the method is failing to control this system. Also system (1) with control \( N = \begin{bmatrix} 0 \\ 0 \\ n_3 \end{bmatrix} \) and, \( n_3 = -kz \), can't be controlled. The proof is completed.

Theorem (3): System (1) with control \( N = \begin{bmatrix} 0 \\ n_2 \\ 0 \end{bmatrix} \) and, \( n_2 = -kx \), based on Dislocate feedback control, can't be control because not all parameter of characteristic equation is positive.

Proof:

System (1) and new control can be written as the form:
\[
\begin{bmatrix}
\dot{x} \\ \dot{y} \\ \dot{z}
\end{bmatrix} =
\begin{bmatrix}
-1 & z - u & 0 \\ -z & v & 0 \\ 0 & x & -w
\end{bmatrix}
\begin{bmatrix}
x \\ y \\ z
\end{bmatrix} +
\begin{bmatrix}
0 \\ -kx \\ 0
\end{bmatrix}
\] (13)

Then the characteristic Eq.:
\[
\lambda^3 + 3.4\lambda^2 - (1.5k + 9.85)\lambda - (7.35k + 12.25) = 0
\] (14)
Obviously $D = 3.4$, $E = (-1.5k - 9.85)$and$F = -(7.35 + 12.25k)$, from the first condition of R. H. T. is satisfied. But the (second and third condition) aren't satisfying. Therefore we can't apply R. H. T. in this case. So that, the method of Dislocate Feedback Control fail to control system (1). By solving the other cases in this method, note that the system(1) with control $N = \begin{bmatrix} n_1 \\ n_2 \\ n_3 \end{bmatrix}$ and, $n_i = -kx_j, i \neq j$ for all variable $x, y, z$. We get the characteristic Eq.(14) hasn't controlled feedback $k$. Therefore the method of Dislocate Feedback Control is fail to control system (1). The proof is completed.

6. Conclusion
In this paper we have solved some strategies of 3D continuous chaotic system. Basic properties depend mainly on Lyapunove exponents to determine system is chaotic or stable. We have also transformed this chaotic system by using some strategies to stable system (Ordinary Feedback Control and Dislocate Feedback Control) and through the results obtained show that the only way to make the system stable is in Ordinary Feedback Control method. But When used Dislocate Feedback Control fail to control the chaotic system, that's explain theoretical and numerical result.
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